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Lecture Notes

Abstract. These lectures present an introduction to what is nowadays called Tame Optimization, with
emphasis to (nonsmooth) ÃLojasiewicz gradient inequalities and Sard–type theorems. The former topic will
be introduced via the asymptotic analysis of dynamical systems of (sub)gradient type; its consequences in
the algorithmic analysis (proximal algorithm, gradient-type methods) will also be discussed. The latter
topic will be presented as a natural consequence of the structural assumptions made on the function
(o-minimality, stratification). Our secondary aim is to provide essential background and material for
further research. During the lectures, some open problems will be eventually mentioned.
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1 Trajectories of (sub)gradient systems

We consider the autonomous dynamical system (differential equation)

ẋ(t) = F (x(t)). (1.1)

generated by a locally Lipschitz continuous function F : Rn → Rn. We call solution curve (also trajectory
or orbit) of the vector field F any C1 curve t 7−→ γ(t) ∈ Rn satisfying (1.1). Existence and uniqueness
(if we fix the initial condition γ(0) = x0 ∈ Rn) of solutions is a classical result in the theory of Ordinary
Differential Equations (see [41, Section 2.2] e.g.).

Unless otherwise stated, we consider maximal solutions, meaning that the trajectory t 7→ γx0(t)
starting at the point x0 is defined for all t in the maximal interval [0, Tx0) (Tx0 ∈ (0, +∞]) for which
(1.1) makes sense. Maximal intervals are always right–open and that if Tx0 < +∞ then {γx0(t)}t≥0 is
unbounded (see also [41, Section 2.4]). Note that if F is (globally) Lipschitz continuous, then every orbit
satisfies Tx0 = +∞. The length of a C1 orbit is given by the formula:

length(γ) =
∫ Tx0

0

‖γ̇(t)‖dt (1.2)

We also use the term integral curve, especially if we are interested to the image in Rn of a trajectory
rather than to the trajectory itself as a function. The terminology dynamical system suggests an evolution
of each point of Rn by the flow generated by F , i.e. a function Φ(t, x0) which associates to each x0 ∈ Rn

and t0 ∈ [0, Tx0) a point γx0(t0), where γx0 is the unique orbit starting at x0, that is, Φ(0, x0) = γx0(0) =
x0. (Note however that if we relax the assumption on F from local Lipschitz continuity to mere continuity,
uniqueness will no longer hold: think of the example F (x1, x2) = (0,

√
|x2|) with initial condition any

point of the x1-axis.)
The flow is often represented by its phase portrait, that is, the picture of its integral curves in Rn.

Reparametrizing trajectories (e.g. length–parametrization), does not change the portrait of the system.
More generally, the systems

ẋ(t) = F (x(t)) and ẋ(t) = g(x(t)) F (x(t)) (1.3)

have the same portrait, provided g : Rn → R is a positive smooth function. Intuitively, g corresponds to
a change of velocity that the orbits are run through.

Our departure point in these lectures is a particular type of autonomous dynamical system, defined
by a (sub)gradient field. To define this system properly, let us first consider a C1,1-function f : Rn → R
(that is, a differentiable function whose gradient is Lipschitz continuous) and set F = −∇f. Then (1.1)
yields

ẋ(t) = −∇f(x(t)). (1.4)

Remark 1 (Reversing the flow). (i). The minus sign in (1.4) is conventional (relating to a minimization
rather than a maximization problem). In fact, the system

ẋ(t) = ∇f(x(t)). (1.5)

is reversing the flow, that is, it has the same integral curves as (1.4) with a different orientation.
(ii). Although the differentiability assumption on f seems necessary for the uniqueness of solutions,
we shall eventually also consider nonsmooth functions (convex or semiconvex ) for which the so-called
subgradient integral curves can be defined in a unique way. These curves are absolutely continuous
curves that are solutions of the differential inclusion

ẋ(t) ∈ −∂f(x(t)) (a.e.) (1.6)

where ∂f(x) denotes the set of subgradients (subdifferential) of f at x and where the notation “a.e.”
stands for “almost everywhere” in the sense of the Lebesgue measure of R. All important features
of the asymptotical study of gradient systems remain true in this nonsmooth case. Let us point out
though, an important difference stemming from the above remark: Systems (1.6) are of unilateral nature
(−∂f(x) 6= ∂(−f)(x)), which means that a subgradient trajectory cannot be reversed on time. (The
terminology semiflow is thus employed in this case.)
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1.1 Elementary properties of gradient systems

A Lyapunov function of a dynamical system is any scalar function on Rn that is strictly decreasing along
its integral curves. Although Lyapunov functions might not always exist for the general system (1.1),
they do exist for gradient systems. Indeed, given any orbit γ(t) (solution of (1.4)) one easily sees that
the derivative of the function t 7−→ ρ(t) := f(γ(t)) satisfies

ρ′(t) = −||∇f(γ(t))||2 = −||γ̇(t)||2 ≤ 0. (1.7)

We shall now use an important consequence of Remark 1(i) combined with the uniqueness of the flow of
(1.5): If γx0 denotes the (unique, maximal) trajectory of (1.4) starting at x0, it holds

∇f(x0) 6= 0 =⇒ ∇f(γx0(t)) 6= 0 for all t ∈ [0, Tx0). (1.8)

In the sequel we denote by S the set of critical (or singular) points of f , that is, x0 ∈ S if and only
if ∇f(x0) = 0. Thus, according to (1.8), unless x0 is already a singularity, the corresponding trajectory
will never pass through S. This shows that the derivative in (1.7) is strictly negative on [0, Tx0), thus the
function f is a Lyapunov function for the system (1.4).

(Level-set parametrization) Assume x(t) is an orbit of (1.4), and set x(0) = x0, r0 = f(x0) and
r∞ = limt→Tx0

f(x(t)). Using (1.8) we easily see that whenever ∇f(x0) 6= 0 (that is, whenever the orbit
x(t) is not reduced to a singleton) the mapping ρ(t) = f(x(t)) is a diffeomorphism between [0, Tx0) and
(r∞, r0], and that the curve u(r) := x(ρ−1(r)) satisfies the differential equation

u̇(r) =
∇f(u(r))

||∇f(u(r))||2 . (1.9)

The existence of a Lyapunov function guarantees that a gradient system does not have periodic
(closed) orbits nor limit cycles. Moreover, the ω-limit Ω(γ) of each bounded1 orbit γ (i.e. the set of all
limits of sequences {γ(tn)}n with tn ↗∞) consists of singularities, and is either singleton or infinite ([40,
page 14] e.g.). Moreover, in view of (1.7), f is constant on Ω(γ) and dist(γ(t),Ω(γ)) ≤ dist(γ(t), S) → 0,
as t goes to infinity. In this sense, gradient systems are much simpler than general dynamical systems
(1.1), and the study of their behavior around singularities results in the study of the asymptotic behavior
of their orbits.

1.2 Asymptotic analysis: convergence, length, Palis & De Melo example

We shall now focus on the study of the asymptotic behavior of the orbits of the systems (1.4) and (1.6).
Let us introduce some notation. For every λ ∈ R we set

[f ≤ λ] := {x ∈ Rn : f(x) ≤ λ}.
The notations [f < λ] (or [λ1 < f ≤ λ2] and so on) are defined analogously. From now on we assume:

• f is inf-compact, that is, [f ≤ λ] is a compact subset of Rn for all λ ∈ R.

The above assumption implies in particular that f attains a minimum, which will be assumed to be
zero (if this is not the case, we replace f by f̃ = f −min f and observe that f and f̃ have the same phase
portrait). Moreover every trajectory γx lies in a compact set, whence Tx = +∞ and its ω-limit set is
nonempty. In view of (1.7), f is constant on the ω-limit set of each of its orbits. The following example
([40, page 14]) shows that an ω-limit set can be infinite.

Example 2 (Palis, De Melo). Let f : R2 → R be defined (in polar coordinates) by

f(r cos θ, r sin θ) =





exp( 1
r2−1 ) if r < 1

0 if r = 1

exp( 1
1−r2 ) sin( 1

r−1 − θ) if r > 1

Then f is C∞ and there exists an orbit whose ω-limit set is the unit sphere S1.

1The ω-limit set may be empty for unbounded orbits (think of the example f(x) = x3 and x0 < 0).
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The function f of the above example presents many oscillations. It is interesting to visualize its level
sets (or its graph in R3). A similar example of such Mexican–hat type function was given in [1, §2].
In both cases, there exist nontrivial trajectories of the corresponding gradient system (1.4) with infinite
length.

It is straightforward to see that if an orbit γx0 of (1.4) has finite length, then it converges to its ω-limit
(a singleton in this case). We denote

γ∞ := lim
t→∞

γx0(t). (1.10)

Let us now give an example (see [24, Section 7]) where although a gradient orbit has infinite length, the
above limit (1.10) exists.

Example 3 (Convergent gradient orbit of infinite length). Define a function f : R2 → R in polar
coordinates as

f(r, θ) =

{
e−1/r(1 + r + sin( 1

r + θ)) r 6= 0

0 r = 0

The graph of f in the plane θ = 0 looks like the graph of Figure 1. Then f is smooth, positive away from

Figure 1:

the origin, with no critical point except at the origin (global minimum of f). The gradient trajectory
of f issued from the point (r, θ) = (( 3π

2 )−1, 0) remains close to the spiral given by
{

r =
(

3π
2 + t

)−1

θ = −t

and thus has infinite length.

We finally mention the following classical result due to ÃLojasiewicz:

• (real-analytic case) Bounded gradient trajectories of real-analytic functions f : Rn → R have
finite length.

This is a consequence of the classical (ÃLojasiewicz) gradient inequality (we give more details in Se-
ction 2). In particular, each bounded trajectory γ of an analytic gradient system is converging to its
ω-limit γ∞. Moreover, the so-called Thom conjecture [45] for the gradient orbits of real-analytic func-
tions holds true: the secants converge towards a fixed direction of the unit sphere (see K. Kurdyka,
T. Mostowski and A. Parusinski [33] for the proof)

γ(t)− γ∞
||γ(t)− γ∞|| → d∞ ∈ Sn−1. (1.11)

1.3 Convex case: Brezis theorem, Baillon example

The case when the function f is convex and attains its minimum is particularly interesting in view of
the important role of convex functions in optimization. Note that differentiability assumptions are not
needed for the study of the corresponding integral curves. Indeed, under the assumption that f is convex
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and merely lower semicontinuous, we consider the (differential inclusion) subgradient system (1.6), where
∂f : Rn ⇒ Rn is the classical convex subdifferential, defined for every x ∈ dom f as the set ∂f(x) of all
ζ ∈ Rn such that for every y ∈ Rn

f(y) ≥ f(x) + 〈ζ, y − x〉 (1.12)

Recall that for convex functions every critical point x ∈ S (in the nonsmooth case this means 0 ∈ ∂f(x))
is a global minimizer of the function.

Solution curves (subgradient trajectories) are then absolutely continuous curves that satisfy the dif-
ferential inclusion (1.6) almost everywhere. Existence and uniqueness follow from Brezis theorem (see
[15, Theorem 3.2, p. 57] or [2, Chapter 3.4]). Given a trajectory γ : [0, T ) → Rn of (1.6), for almost all
t ∈ (0, T ) we have

d

dt
(f ◦ γ)(t) = 〈γ̇(t), ζ〉, for all ζ ∈ ∂f(γ(t)) ,

and the function ζ 7→ 〈γ̇(t), ζ〉 is constant on ∂f(γ(t)). Furthermore, if

S ≡ argminf = [f = 0] (1.13)

where argminf stands for the set of global minimizers of f (there is no loss of generality in assuming
this), we have the following consequence of (1.6) and (1.12): for every a ∈ C0

1
2

d

dt
||γ(t)− a||2 ≤ −f(γ(t)) ≤ 0 a.e on (0, +∞),

and therefore the distance mapping t 7→ ||γ(t)− a|| is nonincreasing. Since dist (γ(t), S) → 0 as t goes to
infinity, we deduce the following result.

• Every subgradient orbit of a (nonnegative) convex function f converges to a global minimizer of f .

Note this result also holds in an infinite dimensional Hilbert space [17, Theorem 4], however the
convergence should be taken in the weak topology, unless f is even [17, Theorem 5] (see also [39] for a
slightly more general statement). Indeed, Baillon [4] shows that for any λ ≥ 1 the function fλ : R2 →
R ∪ {+∞}

fλ(x, y) =

{
[arctan(x/y)]λ

√
x2 + y2, if x, y ≥ 0

+∞, elsewhere

is lower semicontinuous and convex and uses it to construct a lower semicontinuous function ϕ : `2(N) →
R ∪ {+∞} with minimum at 0 and with a bounded gradient trajectory which remains bounded away
from 0. In particular, this trajectory does not converge for the norm topology and has infinite length.

A natural question though, is whether or not in finite dimensions subgradient orbits of convex functions
have finite length. The rigid structure of convex functions makes natural to think that such orbits should
be of finite length. It is rather surprising that the answer of this question is not yet known except in
some particular cases.

Before we proceed, let us mention the particular case where the set of minimizers in (1.13) has
nonempty interior (see [14]).

Theorem 4 (int (argmin f) 6= ∅). Let f : H → [0, +∞] be a lower semi-continuous convex function such
that the set of critical points (in this case, global minimizers) S = argmin has nonempty interior. Then
subgradient orbits have finite length.
More precisely, assuming B(0, δ) ⊂ S for some δ > 0, we obtain the estimation

∫ T

0

||γ̇(t))||dt ≤
√

1 + (||γ(0)||/δ)2 (||γ(0)|| − ||γ(T )||), for all T ≥ 0.

The following result ([13, Section 4.1]) is an extension of Theorem 4 under the assumption that the
vector subspace span(S) generated by S = argmin f , has codimension one in H. We denote by ri(S) the
relative interior of S in span(S).

5



Theorem 5. Let f : H → R ∪ {+∞} be a lower semicontinuous convex function satisfying min f =
f(0) = 0. For S = argmin f , assume that the subspace span(S) has codimension 1 and that the relative
interior ri(S) of C with respect to span(S) is not empty. If x0 ∈ domf is such that γx0(t) converges (for
the norm topology) to a ∈ ri(S) as t → +∞, then length(γx0) < +∞.

In the next section we tackle this problem in the plane, in a more general setting that also encompasses
quasiconvex systems.

1.4 Self-contracted curves. Quasiconvex planar systems

We recall that the length of a continuous curve γ : I → Rn is defined as

length(γ) := sup

{
k∑

i=1

dist(γ(ti), γ(ti+1))

}

where the supremum is taken over all the finite subdivisions {ti}k+1
i=1 of I. (Note that the above definition

is equivalent to (1.2) in case γ is C1.) The key notion in this section is the notion of self-contracted curve
[24, Definition 1.2], which allows to provide a unified framework for the study of convex and quasiconvex
gradient systems. Let us define this notion.

Definition 6 (Self-contracted curve). A curve γ : I → Rn defined in an interval I of [0, +∞) is called
self-contracted, if for every t1 ≤ t2 ≤ t3, with ti ∈ I, we have

dist(γ(t1), γ(t3)) ≥ dist(γ(t2), γ(t3)). (1.14)

In other words, for every [a, b] ⊂ I, the map

t ∈ [a, b] 7→ dist(γ(t), γ(b))

is nonincreasing.

Inequality (1.14) shows that the image of a segment (a, b) by a self-contracted curve γ lies in a
ball of radius ρ := dist(γ(a), γ(b)). Note however that a self-contracted curve might not be (left/right)
continuous. A simple example is provided by the following planar self-contracted curve:

γ(t) =





(t, 1) if t ∈ (−∞, 0)
(0, 0) if t = 0
(t,−1) if t ∈ (0, +∞)

Remark 7. Orientation is important in Definition 6. In particular, the curve

t ∈ (a, b) 7→ γ(a + b− t)

might not be self-contracted, while γ : (a, b) → Rn is so. This unilateral aspect can be compared to
Remark 1(ii).

We further recall from [24] some elementary properties of self-contracted curves.

• Let γ : I 7→ Rn be a bounded self-contracted curve and (a, b) ⊂ I. Then, γ has a limit in Rn

whenever t ∈ (a, b) tends to an endpoint of (a, b). In particular, every self-contracted curve can be
extended by continuity to the endpoints of I (possibly equal to ±∞).

In the sequel, we shall assume that every self-contracted curve γ : I 7→ Rn is (defined and) continuous
at the endpoints of I. The following result is a straightforward consequence of the above.

Corollary 8 (Convergence of bounded self-contracted curves). Every bounded self-contracted curve γ :
(0, +∞) → Rn converges to some point x0 ∈ R2 as t → +∞. Moreover, the function t 7→ dist(x0, γ(t)) is
nonincreasing.
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Corollary 8 reveals that the trajectories of a general gradient system

γ̇(t) = −∇f(γ(t)), γ(0) = x0 ∈ Rn

might not be self-contracted curves. Indeed, the orbits of Example 2 are bounded but not converging.
Nevertheless we have the following results.

• (convex case) The orbits of the subgradient system (1.6) of a convex continuous function f are
self-contracted curves.

• (quasiconvex case) The orbits of the gradient system of a quasiconvex C1,1 function are self-
contracted curves.

Recall that a function f : Rn → R is called quasiconvex, if its sublevel sets [f ≤ λ] (λ ∈ R) are
convex in Rn. If f is differentiable, then it is quasiconvex if and only if for every x, y ∈ Rn the following
implication holds:

〈∇f(x), y − x〉 > 0 ⇒ f(y) ≥ f(x) .

Our main result concerning self-contracted curves is restricted to the 2–dimensional case [24, Theo-
rem 1.3].

Theorem 9 (Planar case). Every bounded continuous self-contracted planar curve γ is of finite length.
More precisely,

length(γ) ≤ (16π + 4) D(γ)

where D(γ) is the distance between the endpoints of γ.

As a consequence we obtain the following.

Theorem 10 (Convex gradient system). Let f : R2 → R be a smooth convex function with a unique
minimum. Then, the trajectories γ of the gradient system (1.4) have a (uniformly) finite length.

• (open problem) It is not known whether Theorem 9 and Theorem 10 hold in higher dimensions.

Let us conclude this section with a final remark.
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Remark 11 (Failure of Thom conjecture in the convex case). Theorem 10 guarantees that the orbits of
the gradient flow of f have finite length (thus, a fortiori, are converging to the global minimum of f).
However, in strong contrast to the analytic case, it may happen that each orbit turns around its limit
infinitely many times (see counterexample in [24, Section 7.2] – an illustration is presented in Figure 1.4),
so Thom conjecture fails in the convex case.

2 ÃLojasiewicz inequality and generalizations

The results of this section are motivated by a well-known result due to S. ÃLojasiewicz (see [37]), which
asserts that if f : Rn → R is a real-analytic function and x̄ ∈ f−1(0) is a critical point of f , then there
exist two constants θ ∈ [1/2, 1) and k > 0 such that

|f(x)|θ ≤ k ||∇f(x)|| (2.1)

for all x belonging in a neighborhood U of x̄. This result is a cornerstone of the modern theory of
semianalytic geometry [36] and allows to deduce that all gradient orbits of f that converge to x̄ and lie
inside U have finite length. The proof is illustrated below:

Let γ : [0, +∞) → U be a gradient trajectory of f , that is, γ̇(t) = −∇f(γ(t)). Then,

−
(

k

1− θ

)
d

dt

[
f(γ(t))1−θ

]
= −k 〈γ̇(t),∇f(γ(t)〉 f(γ(t))−θ

= k ||∇f(γ(t)||2 f(γ(t))−θ ≥ ||∇f(γ(t)|| = ||γ̇(t)||,

yielding (since f(γ∞) = f(x̄) = 0) that

length(γ) =
∫ +∞

0

||γ̇(t)||dt ≤
(

k

1− θ

)
f(γ(0))1−θ < +∞.

The restriction that the trajectory lies in U is not restrictive. In fact, it can be shown that any bounded
trajectory of the gradient flow of a real–analytic function f is eventually trapped inside a convenient ball
of its cluster point, that this tail has necessarily a finite length, and finally that the trajectory converges to
this cluster point and has bounded length (see [8, Section 4] for an illustration of this standard technique
in the more general context of subgradient systems).

Inequality (2.1) has been extended by K. Kurdyka in [31] for C1 functions belonging to an arbitrary
o-minimal structure (we give this definition in Section 3), in a way that allows to deduce the finiteness
of the lengths of the gradient orbits in this more general context. In [8] and [9], a further extension has
been realized to encompass (nonsmooth) functions and orbits of the corresponding subgradient systems.
For sake of simplicity in the presentation, we limit ourselves in the smooth case and we fix a C1 function
f : Rn → R.

We recall that a value r̄ ∈ f(Rn) is called critical value for f if there exists a critical point x̄ ∈ R such
that f(x̄) = r̄. It is called regular value, if it is not a critical value. (Note that if r̄ is a regular value,
then M := [f = r̄] is a submanifold of Rn of codimension 1.)

We introduce the following property KÃL(r̄) for the critical value r̄ of f.

Definition 12 (property KÃL(r̄)). We say that the function f satisfies property KÃL(r̄) if there exists a
C1 function ψ : (r̄, r̄ + δ) → (0,∞) with positive derivative and limr→r̄ ψ(r) = 0 such that

||∇(ψ ◦ f)(x)|| ≥ 1, for all r̄ < f(x) < r̄ + δ. (2.2)

Remark 13. (i) If r is a regular value of an inf-compact C1 function f, then KÃL(r) holds.
(ii) If KÃL(r) holds and r ∈ f(Rn) is a critical value, then r is an upper isolated critical value, that is,
there exists δ > 0 such that the interval (r, r + δ) is made up of regular values.
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The aforementioned result of Kurdyka asserts that every o-minimal function f satisfies property KÃL(r)
for every r ∈ R (see also Section 3). Thus this is true in particular for real-analytic functions. In fact
(2.1) follows from KÃL(r̄) for r̄ = 0 and ψ(r) = r1−θ.

Note finally that the functions ψ ◦ f and f have the gradient curves on [r̄ < f < r̄ + δ]. In view of
(2.2) it is natural to call ψ a desingularization function for f. For convenience, we introduce the following
notation.
(Desingularization functions) Given r̄ ∈ f(Rn) and δ > 0 we set

K(r̄, r̄ + δ) :=
{
ψ ∈ C([r̄, r̄ + δ]) ∩ C1(r̄, r̄ + δ) : ψ(r̄) = 0, and ψ′(r) > 0, ∀r ∈ (r̄, r̄ + δ)

}
, (2.3)

where C([r̄, r̄ + δ]) (respectively, C1(r̄, r̄ + δ)) denotes the set of continuous functions on [r̄, r̄ + δ] (re-
spectively, C1 functions on (r̄, r̄ + δ)).

As we shall see in Section 2.3, in some particular cases it is possible (and highly convenient) to obtain
a desingularization function ψ which is concave and defined in the half-line [0,+∞).

2.1 Defragmented gradient curves

In this subsection we mention an important consequence of (2.2) for the asymptotic behavior of gradient
systems. Let γ be a bounded orbit of (1.4) starting at γ(0) = x0 and set r0 = f(x0). In view of (1.7),
the limit r∞ = limt→∞ f(γ(t)) exists and the common value r∞ is necessarily critical. (Note that we do
not know yet that the limit of γ(t) exists: r∞ is the value of any ω-limit of γ). Note further that in view
of (1.3) one has:

length(γ) =
∫ +∞

0

‖γ̇(t)‖dt =
∫ r0

r∞
‖u̇(r)‖dr =

∫ r0

r∞

dr

‖∇f(u(r))‖ . (2.4)

Note that since the function
r 7→ 1

‖∇f(u(r))‖
is not bounded around r∞ the above integral may diverge. But this cannot happen if f satisfies KÃL(r∞).
Indeed, in this case using (2.2) and the identity f(u(r)) = r we deduce for some δ > 0 that

∫ r∞+δ

r∞

dr

‖∇f(u(r))‖ ≤
∫ r∞+δ

r∞
ψ′(r) dr = ψ(r∞ + δ)− ψ(r∞) = ψ(r∞ + δ),

yielding

length(γ) ≤ ψ(r∞ + δ) +
∫ r0

r∞+δ

dr

‖∇f(u(r))‖ < +∞. (2.5)

Thus γ has a finite length, and converges to its (unique) ω-limit that we denote γ∞. We have shown the
following:

• If r is a (common) value of a point of the ω-limit of a bounded gradient orbit and f satisfies KÃL(r),
then the ω-limit reduces to a singleton, the orbit is converging towards this point and its length is
bounded.

But formula (2.5) also expresses a uniformity result which is not reflected in the previous statement.
To make this precise, let us introduce the notion of defragmented (or piecewise) gradient curve.

Definition 14 (defragmented gradient curve). A curve γ : [0, T ) → Rn (T ∈ (0,∞]) is called defrag-
mented gradient curve if there exists a countable partition of [0, T ] into (nonempty) intervals Ik such
that:

– the restriction γ|Ik
of γ to each interval Ik is a gradient curve (i.e. solution of (1.4)) ;

– for each disjoint pair of intervals Ik, Il, the intervals f(γ(Ik)) and f(γ(Il)) have at most one point
in common.
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Note that gradient orbits satisfy the above definition in a trivial way. It is now easy to obtain another
consequence of (2.2).

• if f satisfies KÃL(r), then there exists δ > 0 such that the length of every defragmented gradient
curve that lies in [r ≤ f ≤ r + δ] is bounded by the number ψ(r + δ)− ψ(r).

In the sequel, for r1 > r2 we shall use the notation

γ ⊂ [r2 ≤ f ≤ r1]

to indicate that the image of the (defragmented) gradient curve γ lies in [r2 ≤ f ≤ r1]. We finish this
section with an interesting observation ([7, Section 2.3]).

Remark 15 (Reduction to one–dimension). Let ψ be a desingularization function of f as in (2.2). We set
φ = ψ−1 : [0, ψ(r̄+δ)) → [r̄, r̄+δ] and we denote by χφ the gradient curve of the (trivial one-dimensional)
system {

χ̇(r) = −φ′(χ(r))
χ(0) = 0

Then length(γ) ≤ length(χφ) for every gradient curve γ ⊂ [r̄ ≤ f ≤ r̄ + δ] of f .

2.2 The Kurdyka-ÃLojasiewicz inequality: characterizations and applications

In this section we give several characterizations of the property given in Definition 12. The proof of the
following characterization is almost straightforward for C1,1 inf-compact functions. (This result remains
true for nonsmooth semiconvex functions in a Hilbert space, though its proof is not straightforward, see
[13, Section 3.3] for details.)

Proposition 16 (local integrability of the inverse minimal gradient norm). Assume that the interval
(r̄, r̄ + δ) is made up of regular values and consider the function ϕ : (r̄, r̄ + δ) → (0, +∞) defined by

ϕ(r) = max
f(x)=r

1
‖∇f(x)‖ .

Then KÃL(r̄) holds if and only if ϕ is locally integrable around r̄.

We shall also need the notion of a valley ([21], [22])

Definition 17 (Valley). For any ρ > 1 the ρ-valley Vρ(·) of f is defined as follows:

Vρ(r) =
{

x ∈ f−1(r) : ‖∇f(x)‖ ≤ ρ inf
f(y)=r

‖∇f(y)‖
}

, for all r ∈ (0, r̄]. (2.6)

We are ready to announce the main result of this section (this result has been established in [13,
Section 3.3] in a more general (nonsmooth, infinite dimensional) framework. We refer to [27] for a
discussion on the notion of metric regularity.

Theorem 18 (Characterization of KÃL-property). Let f : Rn → R be a C1,1 inf-compact function.
Assume r̄ = 0 is an upper isolated critical value (cf. Remark 13 (ii)) and let r0 > 0. The following are
equivalent:
(i) (Kurdyka–ÃLojasiewicz inequality) Property KÃL(0) holds with domψ ⊃ [0, r0).
(ii) (uniform length of defragmented gradient curves) There exists M > 0 such that for every defragmented
gradient curve γ ⊂ [0 ≤ f < r0] we have length(γ) < M.

(iii) (Talweg on the valley) For every ρ > 1, there exists a piecewise C1 curve (discontinuous with
countable pieces) θ : (0, r0) → Rn with finite length such that θ(r) ∈ Vρ(r), for all r ∈ (0, r0). (Such a
curve is called talweg.)
(iv) (metric regularity) There exists a C1 function ψ : (0, r0) → R+ with lim

x→0+
ψ(r) = 0 and positive

derivatives such that

Dist([f ≤ r], [f ≤ s]) ≤ |ψ(r)− ψ(s)|, for all r, s ∈ (0, r0),

where Dist(A,B) denotes the Hausdorff distance between the compact sets A and B.
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Let us mention an application of (iv) to the proximal algorithm (see also [3] for functions satisfying
the ÃLojasiewicz inequality). We recall [42] that every C1,1 function f : Rn → R is lower-C 2 (also known
as semiconvex or proximally smooth) for some α > 0 the function

Rn 3 x 7−→ f(x) +
α

2
||x||2

is convex. For such functions the so-called proximal mapping proxλ : Rn → Rn (α−1 > λ > 0) is defined
by

proxλ(x) := argmin
{

f(y) +
1
2λ
||y − x||2

}
, ∀x ∈ Rn.

is well-defined and single-valued. It is now easily seen that (iv) of Theorem 18 yields the following result.

Lemma 19 (KÃL–property and proximal mapping). Under the assumptions of Theorem 18(iv) let x ∈
[0 < f < r0] be such that f(proxλx) > 0. Then

||proxλx− x|| ≤ ψ(f(x))− ψ(f(proxλx)). (2.7)

The above result has an important impact in the asymptotic analysis of the proximal algorithm.
We recall that, given a sequence of positive parameters {λk}k≥1 ⊂ (0, α−1) and x ∈ Rn the proximal
algorithm is defined as follows:

yk+1 = proxλk
yk, y0 = x,

or in other words

{yk+1} = argmin
{

f(u) +
1

2λk
||u− yk||2

}
, y0 = x.

The sequence {f(yk)}k is decreasing and converges to a real number L. Since the sequence {yk}k≥k0

evolves in [L ≤ f < f(yk0)] Lemma 19 yields

q∑

k=p

||yk+1 − yk|| ≤ ψ(f(yq+1))− ψ(f(yp)),

for all integers k0 ≤ p ≤ q, which implies that yk converges to y∞. This shows the following result ([13,
Section 3.4])

Theorem 20 (strong convergence of the proximal algorithm). Let f : Rn → R be a C1,1 function which
is bounded from below. Let x ∈ dom f, {λk}k ⊂ (0, α−1) and L := lim

k→∞
f(yk) and assume that KÃL(L)

holds true. Then it holds:
||y∞ − yk|| ≤ ψ(f(yk)), for all k ≥ k0. (2.8)

Remark 21 (Step size). Note that the step-size sequence {λk}k does not appear explicitly in the estimate
(2.8), but instead, it is hidden in the sequence of values {f(yk

x)}k. In practice the choice of the step
parameters λk is however crucial to obtain the convergence of {f(yk)}k to a critical value; standard
choices are for example sequences satisfying

∑
λk = +∞ or λk ∈ [η, α−1) for all k ≥ 0 where η ∈ (0, α−1).

2.3 Convex case: asymptotic equivalence between continuous and discrete
systems

In case of a convex function f , with global minimum value equal to 0, if there exists a desingularizing
function ψ ∈ K(0, r0) satisfying KÃL(0), then this function can be taken concave with domain [0,∞).
This is a very important result [13, Section 4.2], which has a striking consequence in the asymptotic
equivalence of continuous and discrete systems.

Theorem 22 (KÃL–property – convex case). Let f : H → R ∪ {+∞} be a C1,1 convex function with
inf f = 0. The following statements are equivalent and imply the existence of a minimizer.
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(i) There exist r0 > 0 and ψ ∈ K(0, r0) such that

||∇(ψ ◦ f)(x)|| ≥ 1, for all x ∈ [0 < f ≤ r0].

(ii) There exists a concave function ψ ∈ K(0,∞) such that

||∇(ψ ◦ f)(x)|| ≥ 1, for all x /∈ [f = 0]. (2.9)

To describe the consequence of the above result, let us fix a C1,1 convex inf-compact function f :
Rn → R, any β > 0 and x ∈ Rn and consider any sequence {Y k

x } satisfying




β ||∇f(Y k
x )|| ||Y k+1

x − Y k
x || ≤ f(Y k

x )− f(Y k+1
x ), k = 1, 2, . . .

Y 0
x = x

(2.10)

Remark 23. Condition (2.10) has been called Primary Descent Condition in [1, § 3.1]. It is fulfilled by
several explicit gradient–like methods, including trust region methods, line–search gradient methods and
some Riemannian variants; see [34], [1] for examples and references. It defines a descent sequence, that
is, f(Y k

x ) ≥ f(Y k+1
x ), which implies in particular that for bounded sequences, {f(Y k

x )} converges as k
goes to infinity.

The following theorem (see [13, Section 4.4]) establishes connections between length boundedness
properties of continuous gradient methods and length boundedness of discrete gradient iterations.

Theorem 24 (discrete vs continuous). Let f be a C1,1 convex inf-compact function with min f = 0. The
following statements are equivalent:
(i) (Kurdyka–ÃLojasiewicz inequality) There exist r0 > 0 and ψ ∈ K(0, r0) such that

||∇(ψ ◦ f)(x)|| ≥ 1, for all x ∈ [0 < f ≤ r0]. (2.11)

(ii) (Length boundedness of piecewise gradient iterates) For all β > 0 and r0 > 0, and for all sequences
of gradient iterates of the form

Y 0
x0

, Y 1
x0

, . . . , Y k0
x0

, Y 0
x1

, . . . Y k1
x1

, . . .

with f(x0) ≤ r0, f(Y 0
xi+1

) = f(xi+1) ≤ f(Y ki
xi

) and {Y j
xi

: j = 0, . . . , ki} satisfying (2.10) for all i ∈ N
we have

+∞∑

i=0

ki∑

l=0

||Y l+1
xi

− Y l
xi
|| ≤ 1

β
ψ(r0).

(iii) (Length boundedness of defragmented gradient curves) For every defragmented gradient curve (of
the gradient system defined by f) χ : [0, +∞) → Rn with f(γ(0)) < r0, we have

length(χ) ≤ ψ(r0) .

The assumption f is convex seems necessary for the proof of implication (i)⇒(ii) and to assert f(Y k
0 ) →

inf f . For this reason Theorem 24 is not stated in a more general setting (as for instance, semiconvex
functions in a local version).

• (open problem) Under which type of conditions (other than convexity or o-minimality of f) the
function ψ of (2.11) can be taken concave?

2.4 A convex counterexample

A natural question is raised in the previous subsection: Do all convex inf-compact functions admit a
desingularization function? In other words does KÃL(min f) hold true for a convex function? In view
of Section 2.2, if true, this conjecture would imply that all defragmented gradient curves have bounded
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length. Notice that the weaker assertion of the uniform boundedness of the lengths of gradient curves is
already stated as an open question in Section 1.3 (in Section 1.4 we show it is true in R2).

In this section we give a negative answer to this conjecture, by constructing a C2 convex function on
R2 with compact level sets, which fails to satisfy the KÃL–inequality. This construction is very involved
[13, Section 4.3] and will be described very roughly.

Step 1. We first show that any sequence of sublevel sets of a convex function that satisfies the KÃL–
inequality must comply with a specific property and we build a sequence Ck of nested convex sets for
which this property fails.

The following lemma provides a decreasing sequence of convex compact subsets in R2 which cannot
be a sequence of prescribed sublevel sets of a function satisfying the KÃL–inequality.

Lemma 25. There exists a decreasing sequence of convex compact subsets {Ck}k of R2 such that:

(i) C0 is the unit disk D := B(0, 1) ;

(ii) Ck+1 ⊂ int Ck for every k ∈ N ;

(iii)
⋂

k∈N Ck is the disk Dr := B(0, r) for some r > 0 ;

(iv)
∑+∞

k=0 Dist(Ck, Ck+1) = +∞.

We first fix a sequence {Tn}n∈N, with Tn+1 ⊂ int Tn and dist (Tn+1, Tn) ≈ 1/n2 for every n ∈ N. Then
between two successive sets Tn and Tn+1 we introduce n sets {Tn,k}n

k=1 such that dist (Tn,k, Tn,k+1) ≈
1/2n2, so that

∑n−1
k=1 dist (Tn,k−1, Tn,k) ≈ 1/2n. We rename the family {Tn,k}k,n to {Cn}n∈N and observe

that (iv) holds. Figure 2 gives an idea of how these sets are constructed.

Tn+1

Tn

Tn,1

Figure 2: Construction of the sequence Tn,k

Note that in view of Theorem 18 (iv), the above sequence {Ck}k cannot be part of the sublevel sets
of any function that satisfies the KÃL–inequality.

Step 2. We show that there exists a (nonsmooth) convex function which admits Ck as sublevel sets.
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This part relies on the use of support functions2 and a result of Kannai [30] (see also [46]). Let
us recall this result: Let {Ck}k∈N be a decreasing sequence of convex compact subsets of R2 such that
Ck+1 ⊂ intCk (int Ck stands for the interior of Ck in R2). Set

Kk = max
||x∗||=1

δCk−1(x
∗)− δCk

(x∗)
δCk

(x∗)− δCk+1(x∗)
.

Then for every real sequence {λk}k∈N satisfying

0 < Kk(λk − λk+1) ≤ λk−1 − λk for every k ≥ 1,

there exists a continuous convex function f such that for every k ∈ N, {f ≤ λk} = Ck. Moreover,
limk→∞ λk = min f and, for any k ≥ 0 and λ ∈ [λk+1, λk], we have

{f ≤ λ} =
(

λ− λk+1

λk − λk+1

)
Ck +

(
λk − λ

λk − λk+1

)
Ck+1 (2.12)

(i.e., the level-sets of f are convex interpolations of the two nearest prescribed level-sets). Now applying
this to the nested sequence of Lemma 25 we obtain a convex inf-compact function with at least one
defragmented subgradient curve of infinite length.

One can now slightly modify the above level sets in order to obtain a C2 convex function with the
same properties. This part is very technical (see details in [13, Section 4.3]) and will be omitted.

Remark 26. Note that the lengths of (sub)gradient curves of f are uniformly bounded (cf. Section 1.4).
Thus the above counterexample also shows that uniform boundedness of the lengths of the subgradient
curves (starting from a prescribed level set [f = r0]) does not imply uniform boundedness of the lengths
of the piecewise subgradient curves γ lying in [min f < f < r0].

2.5 The semialgebraic case

A set defined by finitely-many polynomial inequalities is called basic semialgebraic; finite unions of such
sets are called semialgebraic set. Such sets comprise a rich class that is stable under many mathematical
operations. Semialgebraic sets are often easy to recognize, even without an explicit representation as a
union of basic sets, as a consequence of the Tarski–Seidenberg principle, which states that the projection
of a semialgebraic set is semialgebraic. For example, the feasible region of any semidefinite program
is semialgebraic. A function (respectively, multivalued map) is called semialgebraic, if its graph is a
semialgebraic set. For a function, it is also equivalent to saying that its epigraph

epi f := {(x, β) ∈ Rn×R : f(x) ≤ β}

is semialgebraic.
Checking the semialgebraicity of a set in practice is often easy. A formal approach to semialgebraicity

can be found in [18, Chapter 2.1.2] or [38, Chapter 3.3]. In particular, denoting by R[x] the ring of
real polynomials on Rn, let us consider the following three rules for defining first-order formulas (in the
language of the ordered field R). Call F the set of all such formulas.

– for every p ∈ R[x], we have [p > 0] ∈ F and [p = 0] ∈ F ;
– if Φ1, Φ2 ∈ F then Φ1 ∨ Φ2, Φ1 ∧ Φ2 and ¬Φ1 all belong to F ;
– if Φ(x, y) ∈ F then ∀xΦ(x, y) ∈ F and ∃xΦ(x, y) ∈ F .
Note that the first two rules correspond to the (0-order) definition of semialgebraic set we have just

given, while the third one allows to consider first order formulas. Another way to conceive the Tarski–
Seidenberg principle is to claim that every first-order formula in the language of ordered fields defines a
semialgebraic set. In other words, the Tarski–Seidenberg principle is a quantifier elimination principle.

2For any convex set C ⊂ Rn, the support function of C is defined as δC(x∗) = supx∈C〈x, x∗〉 for all x∗ ∈ Rn.
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As an illustration of how this works in practice let us prove that the operator ∂̂f : Rn ⇒ Rn (Fréchet
subdifferential of f) is semialgebraic. Recall that ∂̂f(x) is the set of all x∗ ∈ Rn satisfying

lim inf
y→x,y 6=x

f(y)− f(x)− 〈x∗, y − x〉
‖y − x‖ ≥ 0. (2.13)

To prove that Graph ∂̂f is semialgebraic, set A = epi f , Γ = Gr f and D = dom f , which are all
semialgebraic sets. According to (2.13) the graph Graph ∂̂f of the Fréchet subdifferential ∂̂f(x) is the
set of (x, x∗) ∈ Rn × Rn such that

{∀ε > 0, ∃δ > 0,∀(y, β) ∈ (B(x, δ)× R) ∩A ⇒ (y, β − 〈x∗, y − x〉+ ε‖y − x‖) ∈ A},

where B(x, δ) denotes the open ball of center x and radius δ > 0. Since the above first order formula
involves only semialgebraic sets (namely, the sets B(x, δ),R and A), it follows that Graph ∂̂f is semial-
gebraic.

Let us gather below some elementary properties of semialgebraic sets (e.g. [6], [5], [18]):
- Semialgebraic sets are closed under finite union, intersection and complementarity (by definition).
- If A is semialgebraic then so are its closure cl A, its interior intA, and its boundary bd A (stability

under projection).
- Given a semialgebraic set S, the distance dS(x) := inf {‖x− a‖ : a ∈ S} is a semialgebraic function.
- Path connectedness: Any semialgebraic set has a finite number of connected components. Each

component is semialgebraic and semialgebraically path connected, that is, every two points can be joined
by a continuous semialgebraic path that lies entirely in the set.

- Curve selection lemma: If A is a semialgebraic subset of Rn and a ∈ bd A, then there exists an
analytic path z : (−1, 1) → Rn, satisfying z(0) = a and z((0, 1)) ⊂ A.

- The image or the preimage of a semialgebraic set by a semialgebraic function (respectively, semial-
gebraic multivalued map) is semialgebraic.

- Monotonicity lemma Take α < β in R. If ϕ : (α, β) → R is a semialgebraic function, then there is
a partition t0 := α < t1 < . . . < tl+1 := β of (α, β), such that ϕ|(ti,ti+1) is C∞ and either constant or
strictly monotone, for i ∈ {0, . . . , l}.
Moreover ϕ admits a Puiseux development at t = α, that is, there exist δ > 0, integers k, l ∈ Z with
k > 0 and sequence {an}n≥l ⊂ R such that

ϕ(t) =
∑

n≥l

an(t− α)n/k, for all t ∈ (α, α + δ) .

- ÃLojasiewicz factorization lemma: Let K ⊂ Rn be a compact set and f, g : K → R be two continuous
semialgebraic functions (thus K has to be semialgebraic). If f−1(0) ⊂ g−1(0), then there exist c > 0 and
a positive integer β such that |g(x)|β ≤ c |f(x)| for all x ∈ K.

Let us now illustrate the power of semialgebraic techniques by giving a direct proof that every C1

convex (bounded from below) function f : Rn → R satisfies KÃL(min f). In fact the next result holds in a
more general case (f nonsmooth, subanalytic). We refer to [8] for details.

Theorem 27 (Lojasiewicz inequality in the convex case). Let f : Rn → R be a C1 convex semialgebraic
function with arg min f 6= ∅. For any bounded set K there exists an exponent θ ∈ [0, 1) and % > 0 such
that for all x ∈ K

|f(x)−min f |θ ≤ % ‖∇f(x)‖. (2.14)

In particular KÃL(min f) holds for some δ > 0 and for the function

ψ(r) = (r −min f)1−θ, for all r ∈ (min f, min f + δ).

15



Proof. We may assume that K is compact and semialgebraic (by taking a closed ball containing K).
Set S = arg min f . Then for all x ∈ K, we have dS(x) = 0 ⇐⇒ |f(x)−min f | = 0, so by the ÃLojasiewicz
factorization lemma, there exist β > 1 and c > 0 such that

[dS(x)] ≤ c1/β |f(x)−min f |1/β . (2.15)

Using convexity we obtain |f(x)− f(a)| ≤ ‖∇f(x)‖ ‖x− a‖, for all a in S. Taking the infimum over all
a ∈ S we deduce

|f(x)−min f | ≤ ‖∇f(x)‖ dS(x), (2.16)

and therefore
|f(x)−min f | ≤ c1/β ‖∇f(x)‖ · |f(x)−min f |1/β .

By setting θ = 1− β−1, and % = c1/β we obtain (2.14). ¦

3 Tame variational analysis

The qualitative properties of semialgebraic mappings are shared by a much bigger class, namely the
class consisting of the so-called definable mappings in an o-minimal structure over R (or simply definable
mappings). A slightly more general notion is that of a tame mapping, being a mapping whose graph has
a definable intersection with every “bounded box”. O-minimal structures correspond in some sense to
an axiomatization of some of the prominent geometrical properties of semialgebraic geometry ([26], [19])
and particularly of the stability under projection. A similar axiomatization has been proposed by Shiota
in [44].

3.1 Definable functions, o-minimal structures

Let us recall the definition of an o-minimal structure (see [26] for example).

Definition 28 (o-minimal structure). An o-minimal structure on the ordered field R is a sequence of
Boolean algebras O = {On}n≥1 such that for each n ∈ N

(i) A ∈ On =⇒ A× R ∈ On+1 and R×A ∈ On+1 ;

(ii) A ∈ On+1 =⇒ Π(A) ∈ On

(Π : Rn+1 → Rn denotes the canonical projection onto Rn)

(iii) On contains the family of algebraic subsets of Rn, that is, the sets of the form

{x ∈ Rn : p(x) = 0},

where p : Rn → R is a polynomial function ;

(iv) O1 consists exactly of the finite unions of intervals and points.

An important example of o-minimal structure is the collection of semialgebraic sets. Indeed, properties
(i),(iii) and (iv) of Definition 28 are straightforward, while (ii) is a consequence of the Tarski–Seidenberg
principle.

A subset A of Rn is called definable (in the o-minimal structure O) if it belongs to On. Given any
S ⊂ Rn a mapping F : S → R is called definable in O if its graph is a definable subset of Rn × R.

A major part of the interest in dealing with definable objects consists of their remarkable stability
properties (which are essentially the ones stated for semialgebraic sets in Section 2.5, see also [19]). These
properties rely on the projection stability assumption. In particular, any o-minimal C1 function f has a
finite number of critical values and satisfies property KÃL(r̄) at each one of them [31], that is, there exists
a desingularization function ψ ∈ K(r̄, r̄ + δ) satisfying (2.2). In [9] this result is improved as follows:
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Theorem 29 (KÃL-inequality – uniform desingularization). Let f : U → R+ be a definable differentiable
function, where U is a definable submanifold of Rn (not necessarily bounded). Let us denote by C1, . . . , Cm

the (necessarily finite) connected components of (∇f)−1({0}) and by r1, . . . , rm the corresponding critical
values 3. Then there exist a continuous definable function ψ : [0, ε0) → R+ which is C1 on (0, ε0) with
ψ(0) = 0, and relatively open neighborhoods Vi of Ci in U for each i ∈ {1, . . . ,m}, such that for all x ∈ Vi

we have
||∇[ψ ◦ (f − ri)](x)|| ≥ 1.

Let us finally recall from Section 2.1 that as a consequence of KÃL(r̄) any bounded trajectory γ
of the gradient system (1.4) of a C1-definable function has finite length, and is thus converging to
γ∞ = limt→∞ γ(t).

• (open problem) It is not known if the “gradient conjecture” of R. Thom (convergence of secants)
remains true in the o-minimal case. It is also unknown whether or not an appropriate reformulation
of it would hold in the case of a semiconvex subanalytic function (nonsmooth setting).

3.2 Stratification vs Clarke subdifferential

An important property of definable sets is that of Whitney stratification ([26, §4.2]): every definable set
can be written as a finite disjoint union of manifolds (strata) that fit together in a regular way (Whitney
property). The Whitney property can be seen as a normal regularity condition on the stratification ([28,
Definition 5]). In fact a slightly more general formulation holds true.

Theorem 30 (Whitney Ck stratification). For any k ∈ N and any definable subsets X1, . . . , Xl of Rn, we
can write Rn as a disjoint union of finitely many definable Ck manifolds {Mi}i (that is, Rn = ∪̇I

i=1Mi)
so that each Xj is a finite union of some of the Mi’s. Moreover, the induced stratification {Mj

i}i of Xj

has the Whitney property that is, for any sequence {xν}ν ⊂Mj
i converging to x ∈Mj

i0
we have

lim sup
v→∞

NMj
i
(xν) ⊂ NMj

i0
(x) . (3.1)

The dimension dim (X) of a definable set X is defined as the dimension of the manifold of highest
dimension of its stratification. This dimension is well defined and independent of the stratification of X.
See [18, Section 3.3] (for semialgebraic sets), [26], [19].

Our central idea is to relate objects from two distinct mathematical sources: variational analysis and
differential geometry. Specifically, given a definable locally Lipschitz function, we derive a lower bound
on the norms of Clarke subgradients at a given point in terms of the Riemannian gradient with respect
to the stratum containing that point. This direct consequence of a projection formula has as a corollary
a Morse-Sard type theorem for Clarke critical points.

Let U be a nonempty open subset of Rn and f : U → R a Lipschitz continuous function. Let further
Df denote the set of its points of differentiability. (The Rademacher theorem asserts that Df is of full
measure in U, thus dense there.) The Clarke subdifferential of f at x0 is defined as follows:

∂◦f(x0) = co { lim
xn→x0

∇f(xn) : {xn}n≥1 ⊂ Df�N}, (3.2)

where N is a null subset of Rn and co(S) denotes the convex hull of S. We recall that ∂◦f(x0) is a
nonempty convex compact subset of Rn and that if f is of class C1 (or more generally, strictly differentiable
at x0) then ∂◦f(x0) = {∇f(x0)}. A point x0 ∈ U is called Clarke critical, if 0 ∈ ∂◦f(x0). We say that
y0 ∈ f(U) is a Clarke critical value if the level set f−1(y0) contains at least one Clarke critical point.

Let us assume that f is locally Lipschitz on U and its graph Graph f admits a Ck-Whitney stratifi-
cation, that is,

Graph f = ∪iSi

where Si are definable Ck-submanifolds of Rn × R. Denote by Xi the projection of Si onto Rn. Then,
since f is locally Lipschitz, the tangent space TSi(u) of Si at any u = (x, f(x)) ∈ Si is transversal to
{0}n × R yielding that {Xi}i is a stratification of U (the domain of f).

3Every differentiable o-minimal function f is constant on each connected component of its critical set S := ∇f−1(0).
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For any x ∈ U, we denote by Xx (respectively, Sx) the stratum of X (respectively of S) containing
x (respectively (x, f(x))). The manifolds Xi are here endowed with the metric induced by the canonical
Euclidean scalar product of Rn . Using the inherited Riemannian structure of each stratum Xi of X , for
any x ∈ Xi, we denote by ∇Rf(x) the gradient of f |Xi

(restriction of f to the stratum Xx) at x with
respect to the stratum Xi, 〈·, ·〉.

If a stratum Sx is of full dimension (that is, dim Sx = dim Xx = n), then f is Ck on Xx and
the Riemann gradient ∇Rf(x) coincides with the (usual) gradient of f at x. Denote by U1 the union
of all strata Xi of full dimension, and note that U1 ⊂ Df and U�U1 is a null set (as a finite union
of manifolds of lower dimension). Assume now that {xν}ν ⊂ U1 and {xν} → x0 and let p ∈ Rn be
an accumulation point of {∇f(xν)}ν . Then we may assume (taking a subsequence if necessary) that
{(∇f(xν),−1)} → (p,−1) and that {(xν , f(xν)}ν lies in the same stratum, say S. Let us denote by
S0 the stratum of (x0, f(x0)). Since (∇f(xν),−1) = (∇Rf(xν),−1) ∈ NS((xν , f(xν))), the Whitney
property (3.1) yields that (p,−1) ∈ NS0((x0, f(x0))). Taking convex hull we obviously remain in the
linear space NS0(x0) (recall that S0 is a manifold), therefore (∂◦f(x0),−1) ⊂ NS0(x0). This shows the
following.

Proposition 31 (Projection formula). Let f : U ⊂ Rn → R be a locally Lipschitz function and assume
that Graph f admits a Whitney stratification S = (Si)i∈I . Then for all x ∈ U we have

Proj TxXx
∂◦f(x) = {∇Rf(x)}, (3.3)

where Proj V : Rn → V denotes the orthogonal projection on the vector subspace V of Rn.

A more general statement appears in [9, Proposition 4]. See also [28, Theorem 7] for a further
extension to definable multifunctions. Note also that the analogous result for the Fréchet subdifferential
is straightforward and does not depend on the stratification: we only need to assume that f is partly
smooth at x (see [35] for the definition) and consider the tangent space of the corresponding manifold
there (see [23] e.g.). Finally, the above technique (use of Whitney stratifications) has been employed in
[32] for the smooth case, in order to establish the ÃLojasiewicz inequality for C1 subanalytic functions.

3.3 Sard-type theorem for (nonsmooth) tame functions

An easy consequence of the projection formula (Proposition 31) is that for all x ∈ U and x∗ ∈ ∂◦f(x),
we have ||∇Rf(x)|| ≤ ||x∗|| . This allows to establish a Morse–Sard type theorem for definable functions
(see [9] for a more general result), using the classical Brown-Sard theorem ([16], [43]).

Theorem 32 (Morse-Sard theorem for definable functions). For any locally Lipschitz definable function
f : U ⊂ Rn → R, the set of Clarke critical values of f is finite.

Let us note though that the above result is not true for any possible variational notion of criticality:
for instance, for any continuous function f : U ⊂ Rn → R we can define the concept of broadly critical
point as follows:

Definition 33. The point x ∈ Rn is called broadly critical for the continuous function f if

0 ∈
⋂
ε>0

co





⋃

x∈B(x0,ε)

∂̂f(x)





where ∂̂f(x) is the Fréchet subdifferential defined in (2.13).

Remark 34. Using Caratheodory’s theorem we have the following equivalent definition: A point x is
broadly critical if for every ε > 0 there exist {xi}i∈{1,...,n+1} ⊂ B(x, ε) such that

0 ∈ co
{

∂̂f(xi) : i ∈ {1, . . . , n + 1}
}

.

This notion coincides with Clarke criticality whenever f is locally Lipschitz. But in the continuous
case one has the following result [12, Section 4].

• There exists a continuous subanalytic function f : R3 → R which is not constant on a segment
made up of broadly critical points.
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3.4 Applications

Tame optimization is a rapidly developing domain of modern variational analysis. Let us mention briefly,
without further details, a couple of recent results obtained by this combination of techniques (vatiational
analysis, geometry).

• (Semismoothness) Every locally Lipschitz definable function F : Rn → Rn is semismooth ([10]).

• (Continuity of tame multifunctions) If T : X ⇒ Rm is a closed-valued definable multifunction,
where X ⊂ Rn is definable, then T fails to be continuous in a set of dimension at most (dimX − 1)
([25]).

• (Genericity of nonexistence of first integrals) Let M be a C1 compact submanifold of Rn and ε > 0.
For the C1 topology, the set of vector fields in M that do not admit Lipschitz continuous first
integrals which are essentially o–minimal with respect to a given definable ε–approximation of M
is generic ([20]).

• (Genericity of partial smoothness) Generically, the optimal solution of a linear optimization over a
fixed tame compact convex feasible region is unique and lies on a unique manifold, around which
the feasible region is “partly smooth”. Furthermore, second-order optimality conditions hold, guar-
anteeing smooth behavior of the optimal solution under small perturbations to the objective ([11]).

Let us finally quote the interesting survey [29] which contains more or less the State-of-the-Art and
other applications.
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Birkhäuser, (Boston, 1997).
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