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Abstract
It has been recently discovered that a convex function can be determined by its slopes and its
infimum value, provided this latter is finite. The result was extended to nonconvex functions
by replacing the infimum value by the set of all critical and asymptotically critical values.
In all these results boundedness from below plays a crucial role and is generally admitted to
be a paramount assumption. Nonetheless, this work develops a new technique that allows
to also determine a large class of unbounded from below convex functions, by means of a
Neumann-type condition related to the Crandall-Pazy direction.
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1 Introduction

In 2018, an unexpected result at the time was presented in [4]: For every two convex functions
f, g : H → R over a Hilbert space H that are bounded from below and C2-smooth, one has that

∀x ∈ H, ∥∇f(x)∥ = ∥∇g(x)∥ =⇒ f = g + cst. (1)
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In other words, only scalar first-order information (the norm of the gradient) is needed to determine
such functions up to an additive constant. This result was extended in [32] to convex functions
over Hilbert spaces that are bounded from below and lower semicontinuous. The scalar first-order
information is replaced by the distance to the convex subdifferential which coincides in the convex
case with the (metric) slope. The slope of a function f : H → R ∪ {+∞} at a point x ∈ H is
given by

sf (x) = lim sup
y→x

max{f(x)− f(y), 0}
d(x, y)

. (2)

This concept was first introduced in [18] to study gradient flow dynamics in metric spaces. The
determination result of [32] can be written as follows: For every two convex functions f, g : H → R

over a Hilbert space H that are bounded from below and lower semicontinuous, one has that

∀x ∈ H, sf (x) = sg(x) =⇒ f = g + cst. (3)

The idea of the proof of [32] is very simple: First, for a given point x ∈ H, one considers the curve
γ : [0,+∞) → H given by the (unique) solution of the differential inclusion{

γ̇(t) ∈ −∂f(γ(t)), a.e. t ≥ 0,

γ(0) = x.
(4)

Then, convexity of f and g, together with the fact that
∫ +∞
0 sg(γ(t))

2dt =
∫ +∞
0 sf (γ(t))

2dt < +∞
entail that f(γ(t)) → inf f and g(γ(t)) → inf g (see, e.g., the discussion in [14]). Then, a simple
computation using chain rule of convex functions (see, e.g., [1, Proposition 17.2.5]) together with
Cauchy-Schwartz inequality, yields that

d

dt
(f − g)(γ(t)) ≤ sg(x)

2 − sf (x)
2 = 0.

One concludes that f−g is nonincreasing along γ, and consequently that f(x) ≥ g(x)+inf f−inf g.
The reverse inequality follows by exchanging the roles of f and g in the development. In a nutshell:
we follow the subgradient flow of f to conclude that f ≥ g + inf f − inf g, and then we follow the
subgradient flow of g to conclude the reverse inequality. This works since the subgradient flow
of f (respectively the subgradient flow of g) brings both f and g to their infimal values, whether
these values are attained in H or are asymptotically reached “at infinity”.
The determination result of [32] was extended to arbitrary Banach spaces in [37]. In the nonconvex
setting, similar results using the metric slope were derived for continuous functions in metric
spaces: In [16], functions are considered to be inf-compact and a boundary condition on the set
of critical points where the slope is zero is added; In [14], the result is derived for continuous
functions in complete metric spaces by including also boundary conditions at asymptotically
critical sequences; In [14, 15] the determination result is also extended to the case where the slope
is replaced by an abstract notion of scalar first-order information, called descent modulus. In
[38], a similar result to (3) is obtained using proximal operators; In [21] alternative proofs of the
determination results of [14, 15] are derived, based on Ekeland’s Variational Principle. Stability
results for the slope have been recently investigated in [11, 17, 29, 33].
In all these results, the hypothesis of boundedness from below has been paramount. In the convex
case, the constant of (1) and (3) is in fact the difference of the infimum values, inf f − inf g. The
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simple counterexample f(t) = t and g(t) = −t shows that (3) cannot holds for unbounded convex
functions, even in the one-dimensional case.
Notice that (3) can be read as a uniqueness result: for every two convex functions f, g : H → R

over a Hilbert space H that are bounded from below and lower semicontinuous, one has that

sf (x) = sg(x), ∀x ∈ H,
inf f = inf g

}
=⇒ f = g. (5)

That is, for a lower semicontinuous function ℓ : H → R+ ∪ {+∞} and a constant c ∈ R, there is
at most one convex lower semicontinuous solution to the eikonal equation{

su(x) = ℓ(x), x ∈ H,
inf u = c.

(6)

Eikonal equations and Hamilton-Jacobi equations using slopes have been recently studied in [19,
24–27] to extend the theory of viscosity solutions to metric spaces. In our setting, however, the
interesting flavor of (6) is that the domain of the equation is the whole space and the value
c = inf u is playing the role of a Dirichlet-type boundary condition at infinity: the value at which
all the subgradient flows converge.
The goal of this work is to replace the Dirichlet-type boundary condition inf u = c by an-
other boundary condition at infinity that also captures the case of unbounded convex functions.
We achieve this by studying the gradient flow of convex functions. We note that whenever
γ : [0,+∞) → H is a subgradient curve of a convex function f (i.e., solution of (4) for some
x ∈ H), then γ verifies that

γ̇(t)
t→+∞−−−−→ −pf , (7)

where pf is a unique vector associated to the range of the subdifferential ∂f . The vector pf
relates to the seminal works of Crandall and Pazy [10, 30, 31] on the asymptotic behavior of
semigroups of contractions and will be further called the Crandall-Pazy direction associated to f
(see Definition 2.1 below). We then use this direction to study the following question: Let f, g :
H → R∪{+∞} be two convex and lower semicontinuous functions (not necessarily bounded from
below). Does it hold

sf (x) = sg(x), ∀x ∈ H,
pf = pg

}
=⇒ f = g + cst ? (8)

Note that, whenever implication (8) holds, the Crandall-Pazy direction pf is acting as a Neumman-
type condition at infinity, replacing the Dirichlet-type paradigm of the literature that was restrict-
ing (up to now) the whole study to the class of functions that are bounded from below.
The main result of this work is to establish (8) for convex functions of class C1,1

loc (Theorem 3.1). We
also show that the result holds for convex lower semicontinuous functions for which the Crandall-
Pazy direction is attained (Proposition 4.1). It is still unknown if (8) holds in full generality.

1.1 Preliminaries

In what follows, we will always work on a Hilbert space H, with inner product ⟨·, ·⟩ and induced
norm ∥ · ∥.
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We assume that the reader is familiar with convex subdifferentials and maximally monotone
operators. We refer the reader to [5, 34] for a detailed exposition. For a maximally monotone
operator A : H ⇒ H we denote its range by A(H) and its domain by dom(A). In the particular
case of the convex subdifferential of a convex function ∂f : H ⇒ H, we denote by ∂◦f(x) the
element of minimal norm of ∂f(x), whenever ∂f(x) is nonempty. That is,

∀x ∈ dom(∂f), ∂◦f(x) := proj∂f(x)(0).

We will also assume that the reader is familiar with the theory of nonexpansive semigroups, which
will be used in Section 2, as well as with the theory of generalized derivatives and Jacobians in
the sense of Clarke, which will be used in Section 3. We refer the reader to [5] for the former, and
to [9] for the latter. To ease the presentation, in the aforementioned sections, we will recall the
main elements we will use.

2 Crandall-Pazy Directions

Recall that a nonlinear semigroup S over a convex domainD ⊂ H is a family (S(t))t≥0 of operators
over D onto itself satisfying

1. S(0) = Id.

2. S(t)S(s) = S(t+ s), for all t, s ≥ 0.

3. For every x ∈ D, the map t 7→ S(t)x is continuous.

The semigroup S is said to be nonexpansive if every S(t) is nonexpansive, that is,

∥S(t)x− S(t)y∥ ≤ ∥x− y∥,∀x, y ∈ D. (9)

It is well-known (see [10]) that any nonexpansive semigroup S admits a unique maximally mono-
tone (set-valued) operator A as generator: that is, A is the unique maximally monotone operator
on H verifying that domA = D and that the curve t 7→ S(t)x (with x ∈ D) can be constructed
as the unique solution of the differential inclusion{

γ̇(t) ∈ −A(γ(t)), ∀ a.e. t ≥ 0,

γ(0) = x.
(10)

Let us now consider f : H → R ∪ {+∞} be a lower semicontinuous convex function. It is well-
known that for every x ∈ dom f there exists a unique absolutely continuous curve γx : [0,+∞) → H
solving the differential inclusion{

γ̇(t) ∈ −∂f(γ(t)), ∀ a.e. t ≥ 0,

γ(0) = x.
(11)

Using these curves, we can construct a nonexpansive semigroup Sf := (Sf (t))t≥0 over the domain
D = dom f , given by Sf (t)x := γx(t). In this case, the maximally monotone operator ∂f acts as
the generator of the semigroup. The semigroup Sf is called the subgradient flow semigroup of f
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and the curve γx : t 7→ Sf (t)x the respective subgradient curve of f emanating from x ∈ dom f .
This is a standard construction, and we refer the reader to [5] or to [1, Chapter 17] for a modern
presentation.
In a series of papers [10, 30, 31], Crandall and Pazy studied the asymptotic behavior of contrac-
tions. In particular, in [31, Theorem 3.9] it is shown that for any nonexpansive semigroup S over
a convex domain D ⊂ H with generator A, one has that

∀x ∈ D,
S(t)x

t

t→+∞−−−−→ −p, (12)

where p is the unique element of minimal norm of the closed convex set A(H) (the convexity of
A(H) is shown in [5, Théorème 2.2]). The fact that the semigroup Sf fits the setting of the above
result motivates the following definition.

Definition 2.1 (Crandall-Pazy direction). Let f : H → R ∪ {+∞} be a lower semicontinuous
convex function. Recalling that ∂f(H) is convex, we define the Crandall-Pazy direction of f as

pf := proj
∂f(H)

(0). (13)

In particular, the Crandall-Pazy direction of f verifies that

Sf (t)x

t

t→∞−−−→ −pf

for every x ∈ dom f , where Sf is the subgradient flow semigroup of f .

2.1 Relation with slopes and descent sequences

The slope of a lower semicontinuous convex function f : H → R ∪ {+∞} is characterized as
follows:

sf (x) = dist(0, ∂f(x)) = ∥∂◦f(x)∥, (14)

under the convention that dist(0, ∅) = +∞. It is well known (see, e.g., [2]) that convexity entails
that sf is lower semicontinuous. This yields that

inf sf = inf{∥x∗∥ : x∗ ∈ ∂f(H)} = ∥pf∥. (15)

Whenever f is bounded from below, any subgradient curve γ emanating from some x ∈ dom f
verifies that

sf (γ(t)) = ∥∂◦f(γ(t))∥ t→+∞−−−−→ 0 = inf sf .

The next proposition shows that this convergence holds also for unbounded functions.

Proposition 2.2. Let x ∈ dom f and let γ : [0,+∞) → H be the subgradient curve emanating
from x. Then the map t 7→ ∥∂◦f(γ(t))∥ is nonincreasing and ∥∂◦f(γ(t))∥ t→+∞−−−−→ inf sf .

Proof. The first assertion is well known and it can be found, for instance, in [1, Theorem 17.2.3].
We prove the second assertion. Let x1, x2 ∈ H and let γi, with i = 1, 2, be the subgradient curve
emanating from xi respectively. Set bi = limt→+∞ ∥∂◦f(γi(t))∥, for i = 1, 2, and assume that
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b1 > b2. Without loss of generality, we can assume that ∂f(x2) ̸= ∅, otherwise we replace the
initial point x2 by the point γ2(1). For any t > 0 and i ∈ {1, 2}, we have that

f(γi(t)) = f(xi)−
∫ t

0
∥∂◦f(γi(s)∥2ds.

However, by convexity,

f(x1)−
∫ t

0
∥∂◦f(γ1(s))∥2ds = f(γ1(t))

≥ f(γ2(t)) + ⟨∂◦f(γ2(t)), γ1(t)− γ2(t)⟩

= f(x2)−
∫ t

0
∥∂◦f(γ2(s))∥2ds+ ⟨∂◦f(γ2(t)), γ1(t)− γ2(t)⟩.

Thus, recalling that the subgradient flow semigroup is nonexpansive and using the first assertion,
for any t > 0 we have that∫ t

0

(
∥∂◦f(γ2(s))∥2 − ∥∂◦f(γ1(s))∥2

)
ds ≥ f(x2)− f(x1)− ∥∂◦f(x2)∥∥γ1(t)− γ2(t)∥

≥ f(x2)− f(x1)− ∥∂◦f(x2)∥∥x1 − x2∥,

which is a contradiction because, since b1 > b2, the left-hand side of the above inequality is not
bounded from below. It follows that there is a unique value b such that for every x ∈ dom f

∥∂◦f(γx(t))∥ → b.

Clearly, b ≥ dist(0, ∂f(H)), since it is given as the limit of norms of elements of ∂f(H). Using
now the first assertion ande (15) we deduce

b ≤ inf
x∈dom f

∥∂◦f(x)∥ = dist(0, ∂f(H)).

The conclusion follows.

When pf = 0 (which is the case for bounded functions), the above proposition trivially entails
that ∂◦f(γ(t)) → pf = 0 as t→ +∞. We now show that this is also the case for pf ̸= 0.

Proposition 2.3. Let f : H → R ∪ {+∞} be a proper lower semicontinuous convex function.
Then, for any sequence (xn)n ⊂ H such that (sf (xn))n converges to inf sf , (∂◦f(xn))n converges
to pf . In particular, for any subgradient curve γ of f , we have that limt→∞ ∂◦f(γ(t)) = pf .

Proof. Since (sf (xn))n converges, the sequence (∂◦f(xn))n is bounded. Without losing any gen-
erality, we can assume that there is x∗ ∈ H such that ∂◦f(xn) ⇀ x∗ (weak convergence). Since
∂f(H) is closed and convex as the closure of the range of a maximal monotone operator (see [5,
Théorème 2.2]), it is weakly closed. Thus, x∗ ∈ ∂f(H) and so ∥x∗∥ ≥ inf sf . Since the norm is
also weakly lower semicontinuous, we get that

inf sf ≤ ∥x∗∥ ≤ lim inf
n

∥∂◦f(xn)∥ = lim
n
sf (xn) = inf sf .

Then, ∥x∗∥ = inf sf and x∗ = proj
∂f(H)

(0) = pf . We conclude that ∂◦f(xn) ⇀ pf and
∥∂◦f(xn)∥ → ∥pf∥, which entails that ∂◦f(xn) → pf (see, e.g., [6, Proposition 3.32]). The
proof of the first part of the proposition is then finished. The second assertion is now a direct
consequence of Proposition 2.2.
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An interesting direct corollary is that the convex function f becomes affine on the (possibly empty)
set argmin sf , which is the set where pf is attained.

2.2 Relation with Thom’s conjecture at infinity

Let f : U ⊂ Rd → R be an analytic function defined on a nonempty open bounded set U . Also,
consider a gradient curve γ : [0,+∞) → U of f , that is

γ̇(t) = −∇f(γ(t)), for all t > 0.

The Thom gradient conjecture reads as follows:

Suppose that γ(t) → x0 ∈ U . Then γ has a tangent at x0.

i.e. the limit of secants lim
t→+∞

γ(t)− x0
∥γ(t)− x0∥

exists.

This conjecture was proved by Kurdyka, Mostowski and Parusiński in [22]. Recall that, in Eu-
clidean spaces, a gradient curve of a convex function that attains its minimum value always
converges to some minimizer [7]. With this in mind, a similar question was considered in [12, 13]
for the gradient flow of convex functions (instead of real-analytic ones). However, it is shown in
[13] that there is a smooth convex function f : R2 → R, with argmin f = {0}, such that for
any x ∈ R2 \ {0}, the secants of the gradient curve of f emanating from x do not converge. In
addition, in [12], the construction was further improved: the function f can be taken real-analytic
on R2 \ {0} and satisfying the Łojasiewicz inequality at 0.

In what follows, we provide a compatible definition of secants for curves γ that diverge to infinity,
i.e. limt→+∞ ∥γ(t)∥ = +∞.

Definition 2.4. Let γ : [0,+∞) → Rd be a continuous curve such that limt→+∞ ∥γ(t)∥ = +∞.
Denoting by S the unit sphere of Rd, we define

Sec(γ,+∞) =

{
q ∈ S : lim inf

t→+∞

∥∥∥∥q − γ(0)− γ(t)

∥γ(0)− γ(t)∥

∥∥∥∥ = 0

}
.

Remark 2.5. Note that in Definition 2.4 we can replace γ(0) by γ(t0) for any t0 ≥ 0. The set
Sec(γ,+∞) relates to cosmic convergence [3, 35]. Indeed, a curve γ : [0,+∞) ⊂ Rd, such that
limt→+∞ ∥γ(t)∥ = +∞, cosmically converges to q ∈ S if and only if Sec(γ,+∞) = {q}.

Recall that if f : Rd → R ∪ {+∞} is a lower semicontinuous convex function such that pf ̸= 0,
then every subgradient curve γ satisfies limt→+∞ ∥γ(t)∥ = +∞. Moreover, since Proposition 2.3
yields for the right-hand derivative γ̇+ that γ̇+(t) = −∂◦f(γ(t)) −→

t→+∞
−pf , we have the following.

Corollary 2.6. Let f : Rd → R ∪ {+∞} be a lower semicontinuous convex function. Assume
that pf ̸= 0. Then

Sec(γ,+∞) =

{
−

pf
∥pf∥

}
.

The case pf = 0 can occur for both bounded or unbounded from below functions. As stated at
the beginning of this subsection, the former case was already considered in [12, 13].
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Theorem 2.7. [13, Section 7.2] There exists a smooth function f : R2 → R, with argmin f = {0},
such that every gradient curve γ : [0,+∞) → R2, with γ(0) ̸= 0, satisfies

Sec(γ,+∞) = S.

We treat below the case of an unbounded from below convex function with pf = 0. The following
example is inspired by the construction of Ryu in [35] where a nonexpansive operator T : R2 → R2

has been constructed, with minimal displacement vector 0, such that the discrete dynamic (Tnx)n
does not cosmically converge for any initial point x ∈ R2. Let us recall that this work of Ryu
answered to the negative a question raised in [3].

Proposition 2.8. There exists a C∞-function f : R2 → R such that pf = 0, inf f = −∞ and,
for any subgradient curve γ

Sec(γ,+∞) is not a singleton.

In order to prove the above proposition, we need the following lemma.

Lemma 2.9. Let ϕ : R → R be a decreasing C∞-function such that ϕ > 0. Assume further
that

∫ +∞
0 ϕ(s)ds = +∞. Then, there is a C∞-function Φ : R → R such that its gradient curve

γx : [0,+∞) → R, emanating from x ∈ R, satisfies γ̇x(t) = ϕ(x+ t) for all t > 0.

Proof. Consider first the function r : R→ R defined by

r(t) :=

∫ t

0
ϕ(s)ds, for all t ∈ R.

Since ϕ > 0, it follows that r is increasing and a C∞-diffeomorphism. Now, define Φ : R→ R by

Φ (r(t)) := −
∫ t

0
ϕ(s)2ds, for all t ∈ R.

Using the change of variables s = r−1(u) in the above integral, standard computations lead to
Φ(t) = −

∫ t
0 ϕ(r

−1(u))du. It follows that Φ′(t) = −ϕ(r−1(t)), for any t ∈ R. Therefore, Φ′ is
increasing, so that Φ is convex. Define γx : R → R as γx(t) := r(t + x). Since Φ′(r(x + t)) =
−ϕ(x+ t), we get that for any x ∈ R and t > 0

Φ′(γx(t)) = Φ′(r(x+ t)) = −ϕ(x+ t) = −γ̇x(t).

This proves the assertion.

Proof of Proposition 2.8. Let ϕ, ψ : R→ R be two C∞-functions such that:

(i) ϕ and ψ are strictly positive and nonincreasing,

(ii) limt→+∞ ϕ(t) = limt→+∞ ψ(t) = 0,

(iii)
∫ +∞
0 ϕ(s)2ds =

∫ +∞
0 ψ(s)2ds = +∞, and

(iv) lim sup
t→+∞

∫ t
0 ϕ(s)ds∫ t
0 ψ(s)ds

= lim sup
t→+∞

∫ t
0 ψ(s)ds∫ t
0 ϕ(s)ds

= +∞.
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Such functions are easy to construct. Consider any sequence (αn)n≥0 ⊂ (0,+∞), strictly decreas-
ing, converging to 0 and verifying that αn/αn+1 → +∞. For example, the sequence can be taken
as αn = 2−n2 .
Define now ϕ, φ, and a sequence (tn)n∈N as follows:

• Step 1: Choose t1 large enough such that α1t1 ≥ 1. For t ∈ [0, t1] set ϕ(t) = α0 and
φ(t) = α1.

• Step 2: Choose t2 ≥ t1 + 1 large enough such that α2(t2 − t1 − 1) ≥ 1. For t ∈ [t1 + 1, t2],
set ϕ(t) = α2 and extend ϕ to [t1, t1 + 1] so that it decreases smoothly from α0 to α2. For
t ∈ [t1, t2] set φ(t) = α1.

• Step 3: Choose t3 ≥ t2 + 1 large enough such that α3(t3 − t2 − 1) ≥ 1. For t ∈ [t2 + 1, t3],
set φ(t) = α3, and extend φ to t ∈ [t2, t2 + 1] so that it decreases smoothly from α1 to α3.
For t ∈ [t2, t3] set ϕ(t) = α2.

• Step 4: Go back to Step 2 and exchange the roles of t1, α1 and α2 by t3, α3 and α4.

The construction is illustrated in Figure 1, and it clearly verifies conditions (i), (ii) and (iii).

t1 t1 + 1 t2 t2 + 1 t3

α3

α2

α1

α0

≥ 1

≥ 1
≥ 1

ϕ

φ

Figure 1: Construction of ϕ and φ.

We further adjust the sequence (tn)n∈N to ensure that (iv) holds. Indeed, taking tn sufficiently
large each time, we can ensure that

∫ tn
0 ϕ(t)dt∫ tn
0 φ(t)dt

≈ αn−1

αn
if n is odd,

∫ tn
0 φ(t)dt∫ tn
0 ϕ(t)dt

≈ αn−1

αn
if n is even.

Therefore, (iv) also holds, completing the construction.
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Returning to the proof, we deduce from (iii) that∫ +∞

0
ϕ(s)ds =

∫ +∞

0
ψ(s)ds = +∞.

Combining with (i), we apply Lemma 2.9 to define Φ and Ψ, C∞-convex functions associated to
ϕ and ψ respectively. Thanks to (iii), the function Φ and Ψ are not bounded from below. Define
f : R2 → R by

f(x, y) := Φ(x) + Ψ(y), for all (x, y) ∈ R2.

By Lemma 2.9, the gradient curve γ = (γ1, γ2) : R→ R2 of f , emanating from 0, satisfies

γ̇(t) = (γ̇1(t), γ̇2(t)) = (ϕ(t), ψ(t)).

Therefore, thanks to (ii), limt→∞ γ̇(t) = 0. It follows that pf = 0. Finally, thanks to (iv), we
readily deduce that

lim sup
t→+∞

γ1(t)

γ2(t)
= lim sup

t→+∞

γ2(t)

γ1(t)
= +∞

Therefore, Sec(γ,+∞) ⊃ {(1, 0), (0, 1)}. Finally, since the subgradient flow defines a nonexpansive
semigroup, for any subgradient curve ν of f , we have that Sec(ν,+∞) = Sec(γ,+∞).

Remark 2.10. Recall that if f : Rd → R is a C1-semi-algebraic function, then for any gradient
curve γ the secants at infinity stabilize, in the sense that Sec(γ,+∞) is a singleton [20, 28].
Therefore, our construction scheme cannot produce a semi-algebraic function.

3 Main result: Determination of C1,1
loc -convex functions

In this section we show that for any two convex functions f, g : H → R of class C1,1
loc , the implica-

tion (8) holds true.

Theorem 3.1. Let f, g : H → R be two convex functions of class C1,1
loc such that

(i) ∥∇f(x)∥ = ∥∇g(x)∥ for all x ∈ H; and

(ii) pf = pg.

Then, f and g are equal up to an additive constant.

The key idea to prove the above theorem is to leverage on the second-order information provided
by the condition sf = sg. We first present a simple proof for the case where the functions are of
class C2. The proof is a simplification of ideas developed in [4]. Then, we discuss how this proof
can be extended to the C1,1

loc case in the finite-dimensional setting, using the theory of generalized
Jacobians of Clarke [9, Chapter 2]. Using a suitable extension of Clarke Jacobians due to Thibault
[36], we extend the technique to separable Hilbert spaces. The determination result in a general
Hilbert spaces will follow by applying a suitable separable reduction.
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3.1 The case of C2 functions in a Hilbert space

For a convex function f : H → R of class C2, the slope sf coincides with the mapping x 7→ ∥∇f(x)∥.
Moreover, the mapping x 7→ 1

2∥∇f(x)∥
2 is differentiable and

∇
(
1

2
∥∇f(·)∥2

)
(x) = Hf (x)∇f(x),

where Hf (x) denotes the Hessian matrix of f at x. Note that for two convex functions f and g,
whenever ∥∇f∥ = ∥∇g∥ around a point x ∈ H, one has that

Hf (x)∇f(x) = ∇
(
1

2
∥∇f(·)∥2

)
(x) = ∇

(
1

2
∥∇g(·)∥2

)
(x) = Hg(x)∇g(x). (16)

Recall that the Hessian of a convex function is always positive semidefinite. With this in mind,
we announce the next proposition, establishing (8) for functions of class C2.

Proposition 3.2. Let f, g : H → R be two convex functions of class C2 such that

(i) ∥∇f(x)∥ = ∥∇g(x)∥ for all x ∈ H; and

(ii) pf = pg.

Then, f and g are equal up to an additive constant.

Proof. Choose x ∈ H and let γ : [0,+∞) → H be the unique solution of{
γ̇(t) = −∇g(γ(t)), for all t > 0,

γ(0) = x.

Define the function ϕ(t) = 1
2∥∇f(γ(t))−∇g(γ(t))∥2. Then, omitting the dependency on t to ease

the notation, we can write

ϕ′ = ⟨∇f(γ)−∇g(γ), (Hf (γ)−Hg(γ))γ̇⟩

= ⟨∇f(γ)−∇g(γ), Hg(γ)∇g(γ)−Hf (γ)∇g(γ)⟩

(16)
= ⟨∇f(γ)−∇g(γ), Hf (γ)∇f(γ)−Hf (γ)∇g(γ)⟩

= ⟨∇f(γ)−∇g(γ), Hf (γ)(∇f(γ)−∇g(γ))⟩ ≥ 0.

This yields that ϕ is nondecreasing. By Proposition 2.3, we have that ∇f(γ(t)) → pf and
∇g(γ(t)) → pg. Using hypothesis (ii) we get that for all t > 0

0 ≤ ϕ(t) ≤ lim
s
ϕ(s) =

1

2
∥pf − pg∥2 = 0.

We deduce that ∇f(x) = ∇g(x). Since x ∈ H is arbitrary, the proof is complete.

11



3.2 The case of C1,1
loc functions in finite dimensions

If the convex functions f and g are not longer C2, we cannot replicate directly the argument of
Proposition 3.2, since the functions ∇f and ∇g might not be differentiable along the curve γ.
However, when H = Rd, thanks to the Rademacher theorem the set

Ωf = {x ∈ Rd : ∇f is differentiable at x} (17)

has full Lebesgue measure, provided that ∇f is locally Lipschitz. This allows to define a gener-
alized Hessian as the convex envelope of limits of derivatives of ∇f . Generally, for any locally
Lipschitz function F : Rd → Rn, we can define the generalized Jacobian of F in the sense of
Clarke (see, [9, Section 2.6]) as

JCF (x) = co
{
lim
n→∞

JF (xn) : ΩF ∋ xn → x
}
, (18)

where ΩF is the set of differentiability of F and JF denotes the (usual) Jacobian of F when-
ever it exists. We use the following three properties of the generalized Jacobian and the Clarke
subdifferential (case n = 1).

• Replacement of ΩF ([9, Proposition 2.6.4]):
For any Ω ⊂ ΩF of full Lebesgue measure, and any v ∈ Rd, one has that

JCF (x)v = co
{
Av : A = lim

n→∞
JF (xn), Ω ∋ xn → x

}
.

• Chain rule for generalized Jacobians ([9, Proposition 2.6.6]):
If h : Rn → R is a Lipschitz function, then

∂C(h ◦ F )(x) ⊂ [JCF (x)]⊤∂Ch(F (x)) = {A⊤v : A ∈ JCF (x), v ∈ ∂Ch(F (x))},

where A⊤ is the transpose matrix of A.

• Chain rule for Clarke subdifferential (n = 1) ([9, Theorem 2.3.10]):
If ψ : Rd → R is (locally) Lipschitz and γ : [0,+∞) → Rd is a curve of class C1, then

∂C(ψ ◦ γ)(t) ⊂ ⟨∂Cψ(γ(t)), γ̇(t)⟩ := {⟨x∗, γ̇(t)⟩ : x∗ ∈ ∂Cψ(γ(t))}. (19)

With these three key points in mind, we can prove the following proposition.

Proposition 3.3. Let f, g : Rd → R be two convex functions of class C1,1
loc such that

(i) ∥∇f(x)∥ = ∥∇g(x)∥ for all x ∈ Rd; and

(ii) pf = pg.

Then, f and g are equal up to an additive constant.
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Proof. Fix x ∈ Rd and let γ : [0,+∞) → Rd be the unique solution of{
γ̇(t) = −∇g(γ(t)), for all t > 0,

γ(0) = x.
(20)

Define the (locally Lipschitz) function

ϕ(t) =
1

2
∥∇f(γ(t))−∇g(γ(t))∥2. (21)

We only need to show that ϕ′(t) ≥ 0, almost everywhere. Since ϕ′(t) ∈ ∂Cϕ(t) whenever ϕ′(t)
exists [9, Proposition 2.2.2], it is enough to prove that ∂Cϕ(t) ⊂ [0,+∞).

Since γ(·) is a function of class C1, the chain rule for the Clarke subdifferential (19) allows to
assert, for any Lipschitz function h : Rd → R, the inclusion ∂C(h ◦ γ)(t) ⊂ ∂Ch(γ(t))γ̇(t). Then,
using also the generalized Jacobian chain rule [9, Proposition 2.6.6] and setting u = γ(t), we have

∂Cϕ(t) ⊆
〈
∂C

(
1

2
∥∇f −∇g∥2

)
(γ(t)), γ̇(t)

〉
⊆

〈
[JC(∇f −∇g)(u)]⊤(∇f(u)−∇g(u)),−∇g(u)

〉
=

〈
∇f(u)−∇g(u), JC(∇f −∇g)(u)(−∇g(u))

〉
. (22)

Set Ω = Ωf ∩ Ωg. Then, by [9, Proposition 2.6.4], we have

JC(∇f −∇g)(u)(−∇g(u)) = co
{
H(−∇g(u)) : lim

n
(Hf −Hg)(xn), Ω ∋ un → u

}
.

ChooseH = limn(Hf−Hg)(un). Since ∇f and ∇g are locally Lipschitz, the sequence {(Hf −Hg)(un)}n
is bounded and

H(−∇g(u)) = lim
n
(Hf −Hg)(un)(−∇g(un))

(16)
= lim

n
Hf (un)(∇f(un)−∇g(un))

∈ JC(∇f)(u)(∇f(u)−∇g(u)).

We deduce that

JC(∇f −∇g)(u)(−∇g(u)) ⊆ JC(∇f)(u)(∇f(u)−∇g(u))

and so, using (22), we conclude

∂Cϕ(t) ⊆
〈
∇f(u)−∇g(u), JC(∇f)(u)(∇f(u)−∇g(u))

〉
.

Since JC(∇f)(u) contains only positive semidefinite matrices (by convexity of f), the conclusion
follows.
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3.3 The case of C1,1
loc functions in a separable Hilbert space

The main obstruction to extend Proposition 3.3 to infinite dimensions is the fact that Rademacher
theorem is no longer valid. For a locally Lipschitz function ψ : H → R it is still possible to define
the Clarke subdifferential ∂Cψ using generalized directional derivatives (see [9, Chapter 2]), but
the definition of generalized Jacobians as in (18) is less standard.
In the particular case that H is a separable Hilbert space and F : H → H is a Lipschitz function,
the set

ΩF = {x ∈ H : F is Gâteaux-differentiable at x}

is the complement of a Haar-null set [8] (see also [23] and the references therein for similar
results). In particular, ΩF is dense in H. Then, following [36], it is possible to extend the notion
of generalized Jacobian by defining

Γ(F ;x) = co {w- lim JF (xn) : ΩF ∋ xn → x} , (23)

where the limit w- lim JF (xn) is the limit with respect to the weak-operator topology: that is,

w- lim JF (xn) = A ⇐⇒ ∀y, z ∈ H, ⟨y, JF (xn)z⟩ → ⟨y,Az⟩. (24)

In this new setting, the aforementioned properties of the generalized Jacobian JCF have analogous
counterparts for the set-valued operator Γ(F ; ·).

• Replacement of ΩF ([36, Proposition 2.5]): For any Ω ⊂ ΩF such that H\Ω is Haar-null,
and any v ∈ H, one has that

Γ(F ;x)v = ΓΩ(F ;x)v,

where ΓΩ(F ;x) = co{w- lim JF (xn) : Ω ∋ xn → x}.

• Chain Rule ([36, Proposition 2.4]): If h : H → R is strictly differentiable and Ω ⊂ ΩF

such that H \ Ω is Haar-null, then

∂C(h ◦ F )(x) = [ΓΩ(F ;x)]
∗∇h(F (x)) = {A∗∇h(F (x)) : A ∈ ΓΩ(F ;x)},

where A∗ denotes the adjoint operator of A.

Proposition 3.4. Let H be a separable Hilbert space. Let f, g : H → R be two convex functions
of class C1,1

loc such that

(i) ∥∇f(x)∥ = ∥∇g(x)∥ for all x ∈ H; and

(ii) pf = pg.

Then, f and g are equal up to an additive constant.

Proof. Note first that the chain rule for Clarke subdifferential [9, Theorem 2.3.10] still holds.
Choose Ω as the set of common Gâteaux-differentiability points of ∇f and ∇g, which is the
complement of a Haar-null set (see, e.g., [36] and the references therein). Choose x ∈ H and
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defining γ and ϕ as in (20) and (21), respectively. Using [36, Proposition 2.4] instead of [9,
Proposition 2.6.6] and denoting u = γ(t), we can replicate the proof of Proposition 3.3 to deduce

∂Cϕ(t) ⊆ ⟨∇f(u)−∇g(u),ΓΩ(∇f −∇g;u)(−∇g(u))⟩.

Then, according to [36, Proposition 2.5], we only need to show that

⟨∇f(u)−∇g(u), H(−∇g(u))⟩ ≥ 0,

where H = w- limn(Hf (un) − Hg(un)) with Ω ∋ un → u and Ω = Ωf ∩ Ωg. Since ∇f,∇g are
locally Lipschitz, the sequence (Hf −Hg)(xn) is bounded. Thus, it is not hard to prove that for
every yn → y and zn → z one has that

⟨y,Hz⟩ = lim
n
⟨yn, (Hf −Hg)(xn)zn⟩.

Then, setting yn = ∇f(un)−∇g(un) and zn = −∇g(un) and using continuity of ∇f and ∇g, we
can write

⟨∇f(u)−∇g(u), H(−∇g(u))⟩ = lim
n
⟨∇f(un)−∇g(un), (Hf (un)−Hg(un))(−∇g(un))⟩

(16)
= lim

n
⟨∇f(un)−∇g(un), Hf (un)(∇f(un)−∇g(un))⟩ ≥ 0.

The proof is complete.

3.4 The case of C1,1
loc functions in a general Hilbert space

In order to derive our main result to convex functions of class C1,1
loc defined on nonseparable Hilbert

spaces, we employ a separable reduction technique which reduces the problem to separable spaces.
To do so, we need three lemmas that have independent interest.
The first lemma is well-known. We include a short proof for completeness.

Lemma 3.5. Let H be a Hilbert space and f : H → R ∪ {+∞} a lower semicontinuous convex
function. Denote by Sf : dom f × [0,+∞) → H the subgradient flow semigroup of f , that is

γ(·) := Sf (x, ·) is the subgradient curve of f emanating from x.

Then, Sf is continuous.

Proof. Let (xn, tn) → (x, t). Using the contraction property of the subgradient flow Sf , we get

∥Sf (xn, tn)− Sf (x, t)∥ ≤ ∥Sf (xn, tn)− Sf (x, tn)∥+ ∥Sf (x, tn)− Sf (x, t)∥
≤ ∥x− xn∥+ ∥Sf (x, tn)− Sf (x, t)∥ → 0.

This shows the result.

The next lemma is the key element for the separable reduction argument.

Lemma 3.6 (Separable reduction of gradient flows). Let H be a Hilbert space and let fi : H → R

be a convex continuous function, for every i ∈ N. Let A ⊂ H be a nonempty separable subset.
Then, there exists a separable subspace H0 ⊂ H such that
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(i) A ⊂ H0; and

(ii) for every i ∈ N, Sfi(H0, [0,+∞)) = H0.

Proof. If H is separable there is nothing to prove. Without loss of generality, assume that H is
nonseparable.
In what follows, we define inductively two sequences of subsets of H, {En}n and {Fn}n. To start,
set E1 = span(A) and

F1 :=
⋃
i∈N

Sfi(E1 × [0,+∞)).

Inductively, for n ≥ 2, we set En := span(Fn−1) and

Fn :=
⋃
i∈N

Sfi(En × [0,+∞)).

We now prove that for any n ∈ N, En is a separable subspace of H. Indeed, since the vector span
of a separable set is separable, it is enough to show that Fn is separable for any n ∈ N. The proof
follows by induction. For n = 1, we know that E1 is separable. Fix n ≥ 1 and assume that En

is separable. Since Sfi is continuous (cf. Lemma 3.5), Fn is a countable union of separable sets.
Therefore, Fn is separable and En+1 = span(Fn) is separable as well.
Let us denote by Eω the subspace

⋃
n∈NEn. To finish the proof, we show that the subspace

H0 = Eω is separable and satisfies (i) and (ii).
The separability of H0 comes from the separability of Eω, which is a countable union of separable
subspaces. By construction, A ⊂ E0 ⊂ H0. So, we only need to prove (ii). Let x ∈ H0

and i ∈ N. If x ∈ Eω, then there is n ∈ N such that x ∈ En. Therefore, by construction,
Sfi(x, [0,+∞)) ⊂ En+1 ⊂ H0. On the other hand, if x ∈ H0\Eω, there is a sequence {xn}n ⊂ Eω,
convergent to x. Therefore, Sfi(xn, [0,+∞)) ⊂ Eω for all n ∈ N. The contraction property of the
subgradient flows of convex functions leads us to

∥Sfi(xn, t)− Sfi(x, t)∥ ≤ ∥xn − x∥ n→∞−−−→ 0, for any t ≥ 0.

This shows that Sfi(x, [0,+∞)) ⊂ H0. The proof is now complete.

Lemma 3.7. Let H be a Hilbert space and let f : H → R be a convex continuous function. Let
H0 be a closed subspace of H which is invariant under the subgradient flow of f . Then

s[f ](x) = s[f |H0 ](x), for all x ∈ H0,

where f |H0 denotes the restriction of f to the space H0.

Proof. Let x ∈ H0. By the very definition of the slope as a limit superior, we obtain

s[f ](x) = lim sup
H∋y→x

(f(x)− f(y))+
∥x− y∥

≥ lim sup
H0∋y→x

(f(x)− f(y))+
∥x− y∥

= s[f |H0 ](x).

Let γx be the subgradient curve of f emanating from x. Thanks to [1, Theorem 17.2.2], we have
that

∂◦f(x) = −γ+x (0) ∈ H0.
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If s[f ](x) = 0, there is nothing to do. So, assume that s[f ](x) > 0 and set v = −∂◦f(x)/∥∂◦f(x)∥.
Since x, v ∈ H0, we have that

s[f |H0 ](x) ≥ −(f |H0)
′(x; v) = −f ′(x; v) = − max

ξ∈∂f(x)
⟨v, ξ⟩ = ∥∂◦f(x)∥ = s[f ](x),

where (f |H0)
′(x; ·) and f ′(x; ·) are the directional derivatives at x of f |H0 and f respectively.

Finally, we can prove the main result of this section, Theorem 3.1.

Proof of Theorem 3.1. If H is a separable Hilbert space, the result follows from Proposition 3.4.
Let us assume that H is nonseparable. Let Sf and Sg be the subgradient flow semigroup of f and
g respectively. Consider the following family of subspaces of H:

H :=

{
X is a closed and separable subspace such that

Sf (X × [0,+∞)) ∪ Sg(X × [0,+∞)) ⊂ X

}
.

Thanks to Lemma 3.6, H is nonempty. In addition

H =
⋃

{X : X ∈ H }. (25)

Further, thanks to Lemma 3.7, for any X ∈ H we have that pf ∈ X and ∥∇f |X∥ = ∥∇g|X∥.

Fix X ∈ H . By Proposition 3.4, there exists cX ∈ R such that f = g + cX on X. Since
0 ∈ X, we get that cX = f(0)− g(0). Since X ∈ H is arbitrary and (25) holds, we deduce that
f = g + (f(0)− g(0)) on H.

4 The case where Crandall-Pazy direction is attained

In the previous section, we leverage on the C1,1
loc structure to control the function ∥∇f − ∇g∥

along the gradient curves using second-order information. It is not clear if this approach can be
extended for nonsmooth convex functions. This being said, we show that whenever the Crandall-
Pazy direction is attained, the asymptotic behavior can be controlled via a common gradient curve
of f and g.

Proposition 4.1. Let f, g : H → R ∪ {+∞} be two lower semicontinuous convex functions such
that

(i) ∥∂◦f(x)∥ = ∥∂◦g(x)∥ for all x ∈ H;

(ii) pf = pg; and

(iii) pf ∈ ∂f(H).

Then, f and g are equal up to an additive constant.

For the sake of clarity, we first prove the case when f and g are of class C1. Then, by means
of some technical lemmas we extend the result to the nonsmooth setting. Let us start with the
following lemma.

17



Lemma 4.2. Let f : H → R ∪ {+∞} be a lower semicontinuous convex function. Assume that
there is x̂ ∈ H such that ∂◦f(x̂) = pf . Then the curve η(t) = x̂ − tpf , t ∈ [0,+∞), is the
subgradient curve of f emanating from x̂.

Proof. Let us denote by η the subgradient curve of f emanating from x̂. By [1, Theorem 17.2.2],
we know that η̇+(t) = −∂◦f(η(t)) for all t ≥ 0 and that ∥η̇+(t)∥ is nonincreasing. Since pf is the
unique minimizer for the norm over the closed convex set ∂f(H), we deduce that η̇+(t) = −pf for
all t ≥ 0. Hence, η(t) = x̂− tpf for all t ≥ 0.

Let us prove Proposition 4.1 for the case where the functions f and g are of class C1.

Proposition 4.3. Let f, g : H → R be two C1-smooth convex functions. Assume

(i) ∥∇f(x)∥ = ∥∇g(x)∥ for all x ∈ H;

(ii) pf = pg; and

(iii) pf = ∇f(x̂) for some x̂ ∈ H.

Then, f and g are equal up to an additive constant.

Proof. Let us denote by p the vector pf (and pg). Proposition 2.3 entails that ∇g(x̂) = p. By
Lemma 4.2, the curve η : [0,+∞) → H defined by

η(t) = x̂− tp

is the common gradient flow of f and of g emanating from x̂. Denote by ψ : H → R the function

ψ := f − g.

Since η is a common gradient curve for the functions f and g, Proposition 2.2 entails that
∇f(η(t)) = ∇g(η(t)) = −p. Thus, (ψ ◦ η)′(t) = 0 for all t > 0, yielding

ψ(η(t)) = ψ(η(0)) = ψ(x̂), for all t ≥ 0. (26)

We shall show that ψ is constant on H, which is readily equivalent to the statement of the
proposition. To this end, let y, z ∈ H and assume that ψ(y) ≤ ψ(z). Consider the gradient curve
γ : [0,+∞) → H of f emanating from y and the gradient curve ν : [0,+∞) → H of g emanating
from z. That is, {

γ(0) = y

γ̇(t) = −∇f(γ(t)),
and

{
ν(0) = z

ν̇(t) = −∇g(ν(t)).

for every t ≥ 0. Notice that (ψ ◦ γ)′(t) = −∥∇f(γ(t))∥2 + ⟨∇g(γ(t)),∇f(γ(t))⟩ ≤ 0 for all t > 0.
A similar computation shows that (ψ ◦ ν)′(t) ≥ 0 for all t ≥ 0. Therefore,

ψ(γ(t)) ≤ ψ(y) ≤ ψ(z) ≤ ψ(ν(t)), for all t ≥ 0. (27)
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For any t ≥ 0, consider the function

wt(λ) = Sf (λx̂+ (1− λ)y, t), λ ∈ [0, 1].

Since the gradient flow semigroup Sf is nonexpansive, the functions wt : [0, 1] → H is d(x̂, y)-
Lipschitz for every t ≥ 0. We deduce

ψ(x̂)− ψ(y)
(27)
≤ ψ(x̂)− ψ(γ(t)) = ψ(η(t))− ψ(γ(t))

= ψ(wt(1))− ψ(wt(0))

(26)
=

∫ 1

0
⟨(∇f −∇g)(wt(λ)), ẇt(λ)⟩dλ

≤ d(x̂, y)

∫ 1

0

(
∥∇f(wt(λ))− p∥+ ∥∇g(wt(λ))− p∥

)
dλ.

By Proposition 2.3, ∇f(wt(λ)) converges to p as t goes to infinity. On the other hand, since
t 7→ ∥∇f(wt(λ))∥ is decreasing for every λ ∈ [0, 1] (see, e.g. [1, Theorem 17.2.2]), we have

sup
t≥0,λ∈[0,1]

{∥∇f(wt(λ))− p∥+ ∥∇g(wt(λ))− p∥} ≤ max
u∈[y,x̂]

{∥∇f(u)∥+ ∥∇g(u)∥+ 2∥p∥}︸ ︷︷ ︸
=K<+∞

(28)

Therefore, we can apply Lebesgue Dominated Convergence theorem to get

ψ(x̂)− ψ(y) ≤ lim sup
t→+∞

ψ(η(t))− ψ(γ(t))

≤ d(x̂, y) lim sup
t→+∞

∫ 1

0

(
∥∇f(wt(λ))− p∥+ ∥∇g(wt(λ))− p∥

)
dλ = 0.

It follows that ψ(x̂) ≤ ψ(y). In an analogous way, using the gradient curve ν of g emanating from
z, we deduce that

ψ(z)− ψ(x̂) ≤ lim sup
t→+∞

ψ(ν(t))− ψ(η(t)) ≤ 0.

It follows that ψ(z) ≤ ψ(y) and consequently the equality holds. Since y and z are arbitrary
vectors in H, then ψ = f − g is a constant function. The proof is complete.

Most of the steps of the above proof can be replicated in the nonsmooth case without much
difficulty. However, some extra work is still required to justify a correct application of the Lebesgue
Dominated Convergence theorem.
The following lemma is known. We include a short proof for completeness.

Lemma 4.4. Let f : H → R ∪ {+∞} be a proper lower semicontinuous convex function. Let
ℓ : [0, 1] → H be a continuous curve such that ℓ([0, 1]) ⊂ dom ∂f . Then, ∂◦f ◦ ℓ is measurable.

Proof. This is a direct application of the Moreau-Yosida regularization. Indeed, let λ > 0 and
fλ : H → R be the Moreau-Yosida regularization of f . Then, thanks to [1, Proposition 17.2.2], fλ
is a C1,1-smooth convex function such that

lim
λ→0

∇fλ(x) = ∂◦f(x), for all x ∈ dom ∂f.
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Therefore, ∂◦f ◦ ℓ is the pointwise limit of the sequence of continuous curves
{
∇f 1

n
◦ ℓ

}
n≥1

.

Following the notation of the proof of Proposition 4.3, we derive the following lemma.

Lemma 4.5. Let f : H → R ∪ {+∞} be a proper lower semicontinuous convex function. Let
x, y ∈ dom f and consider, for any t ≥ 0 and λ ∈ [0, 1], wt(λ) = Sf (λx+ (1− λ)y, t). Then,

lim
t→+∞

sup{∥∂◦f(wt(λ))∥ : λ ∈ [0, 1]} = ∥p∥.

Proof. Since f is a convex function and [x, y] ⊂ dom f , [1, Theorem 17.2.3] implies that, for any
t > 0, wt([0, 1]) ⊂ dom ∂f . Recall also that for every t ≥ 0 the function wt is d(x, y)-Lipschitz
and that the map t 7→ ∥∂◦f(wt(λ))∥ is nonincreasing for every λ ∈ [0, 1]. Finally, recall that

f(wt(λ)) = f(w0(λ))−
∫ t

0
∥∂◦f(ws(λ))∥2ds. (29)

Reasoning towards a contradiction, assume that there is σ > 0 such that

sup{∥∂◦f(wt(λ))∥ : λ ∈ [0, 1]} > ∥p∥+ σ, for all t > 0.

Then, for every t > 0, fix λt ∈ [0, 1] such that ∥∂◦f(wt(λt))∥ > ∥p∥ + σ. Consequently,
∥∂◦f(ws(λt))∥ > ∥p∥+ σ for every s ∈ (0, t). Applying the inequality of the convex subdiffer-
ential, we obtain

f(wt(λt)) ≥ f(wt(0)) + ⟨∂◦f(wt(0)), wt(λn)− wt(0)⟩

≥ f(w0(0))−
∫ t

0
∥∂◦f(ws(0))∥2ds− ∥∂◦f(wt(0))∥∥x− y∥.

The above expression together with (29) for λ = λt yields∫ t

0

(
∥∂◦f(ws(0))∥2 − ∥∂◦f(ws(λt))∥2

)
ds ≥ f(w0(0))− f(w0(λt))− ∥∂◦f(wt(0))∥∥x− y∥.

Thus, for every t > 1 we obtain∫ t

0

(
∥∂◦f(ws(0))∥2 − ∥∂◦f(ws(λt))∥2

)
ds ≥ f(w0(0))−max{f(x), f(y)} − ∥∂◦f(w1(0))∥∥x− y∥.

(30)

Notice that the right-hand side of (30) is a finite number. This easily leads to a contradiction
since the map t 7→ ∥∂◦f(ws(0))∥ converges to ∥p∥ and ∥∂◦f(ws(λt))∥ > ∥p∥+ σ for all s ∈ [0, t].
The proof is complete.

Now we are ready to prove Proposition 4.1

Proof of Proposition 4.1. We follow the same lines of proof of Proposition 4.3, and we present
only a sketch of the proof highlighting the main differences.
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Set Ω := dom ∂f = dom ∂g ⊂ H, and define the function ψ : Ω → R by

ψ := f − g.

Note that Ω ⊂ dom f ∩ dom g. Let y, z ∈ Ω. Without loss of generality ψ(y) ≤ ψ(z). As in
the proof of Proposition 4.3, let p be the common value of pf and pg, and let x̂ ∈ Ω such that
p ∈ ∂f(x̂). Let η(t) = x̂− tp the common gradient curve of f and g emmanating from x̂. Define
γ and ν as follows: {

γ(0) = y

γ̇(t) ∈ −∂f(γ(t)),
and

{
ν(0) = z

ν̇(t) ∈ −∂g(ν(t)),

for almost every t ≥ 0. Thanks to [1, Theorem 17.2.2], we have

Sf ([y, x̂]× (0,+∞)) ⊂ Ω.

For t ≥ 0, consider the function

wt(λ) := Sf (λx̂+ (1− λ)y, t), λ ∈ [0, 1].

That is, wt(0) = γ(t) and wt(1) = η(t). Thanks to Lemma 4.5, there is T > 0 such that
sup{∥∂◦f(wt(λ))∥ : λ ∈ [0, 1]} < +∞ for all t ≥ T . Now, thanks to Lemma 4.4, we deduce∫ 1

0

(
∥∂◦f(wt(λ))∥+ ∥∂◦g(wt(λ))∥

)
dλ < +∞, for all t ≥ T.

Recalling that wt ∈ W1,2([0, 1],H) (wt is d(x̂, y)-Lipschitz), we can apply the chain rule for convex
functions [1, Proposition 17.2.5] to obtain

ψ(x̂)− ψ(y) ≤ ψ(η(t))− ψ(γ(t)) =

∫ 1

0
⟨∂◦f(wt(λ))− ∂◦g(wt(λ)), ẇt(λ)⟩dλ

≤ d(x̂, y)

∫ 1

0

(
∥∂◦f(wt(λ))− p∥+ ∥∂◦g(wt(λ))− p∥

)
dλ.

Recall now that, for every λ ∈ [0, 1], ∂◦f(wt(λ)) and ∂◦g(wt(λ)) converge to p as t goes to +∞.
Since t ≥ T , we can use Lebesgue Dominated Convergence theorem (using as majorizing function
the function λ ∈ [0, 1] 7→ 2∥∂◦f(wT (λ))∥+ 2∥p∥), to deduce that

ψ(x̂)− ψ(y) ≤ lim sup
t→+∞

ψ(η(t))− ψ(γ(t)) ≤ 0.

In a similar manner, using the subgradient flow semigroup of g, we can show that ψ(z)− ψ(x̂) ≥ 0,
leading to the equality ψ(z) = ψ(y). It follows that ψ is constant on Ω.
Since f is equal to g up to a constant on Ω = dom ∂f = dom ∂g, it readily follows that f is equal
to g up to a constant on H due convexity and lower semicontinuity of both functions. The proof
is now complete.
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Open problems: It is not known if (8) holds in full generality. In the smooth case, the main
technique is to show that ∥∇f − ∇g∥ is nonincreasing along the gradient curve γ. For the case
where the Crandall-Pazy direction is attained, the control is given by bounding the distance be-
tween the subgradient flows of f and g, using the common subgradient curve η(t) = x − tp, and
the contraction property of the subgradient flows. We conjecture that (8) holds for general lower
semicontinuous convex functions. For this case, a new technique is needed to show that subgra-
dient flows of f and g cannot evolute in different directions.
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